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ABSTRACT

The transport of heat and mass in porous media have a significant influence on a

wide range of engineering applications such as solar reactors, building thermal insu-

lation, packed cryogenic microsphere insulation, combustors, chemical and biological

reactors, etc. The reticulated porous media are heterogeneous systems consisting of

several interconnected solid phases with continuous void/fluid space. It is well ac-

knowledged that more efficient heat transfer technologies and novel materials are re-

quired to improve performance of energy and heat transfer devices while maintaining

tolerable levels of power consumption, size, and cost. Reticulated porous structures are

excellent candidates for enhancing the thermal efficiency of heat transfer devices while

simultaneously enabling the use of smaller and lighter equipment. The present research

work involved in studying the fluid flow, heat and mass transfer in open-cell reticulated

porous structures with help of Direct Pore Level Simulations (DPLS). The reticulated

porous structures are modelled based on the theoretical Kelvin model. The geometry of

these structures are generated with the help of in-house code and visualisation tool kit

(VTK) libraries. The ideal and randomized Kelvin structures are generated for different

PPI & porosities. By varying the geometrical parameters, the influence of geometries

on pressure drop, dispersion, and heat transfer between the flowing fluid and solid phase

of open-cell foams are investigated. For this reason, the mass, momentum and energy

equations in reticulated structures are solved using the standard CFD-FVM approach.

The simulation results are used to acquire the pressure drop across the structures.

The pressure drop variation with respect to pore density, porosity, specific surface area,

and randomization are analyzed. The fluid transport properties such as permeability

and drag coefficient are calculated for various porous structures and a pressure drop

iii



correlation with new values of viscous and inertial coefficients is proposed. Along with

the fluid flow, the dispersion of a tracer is traced across the structures and analysed in

terms of the effective diffusivity coefficient. Then the influence of dispersion on mass

transfer is characterized by estimating the longitudinal dispersion coefficient. The effect

of tortuosity on dispersion is also studied. The characteristic length dependent correla-

tion is proposed in terms of strut diameter and flow tortuosity to relate the longitudinal

Peclet number as a function of molecular Peclet number. Subsequent simulations are

performed to evaluate the forced convective heat transfer coefficient for different flu-

ids of Prandtl numbers (air, water & seawater). Based on the simulation outcomes, two

new correlations are proposed to calculate the heat transfer coefficients in the reticulated

porous structures. The proposed correlation is validated by comparing it with numerical

and experimental data of real reticulated porous structures available in the literature.

Keywords: Open-cell foams, Kelvin cell model, Randomization, Direct pore

level simulation, Pressure drop, Longitudinal dispersion coeffi-

cient, Tortuosity, Heat transfer, Forced convection, Generalized

empirical correlations.
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CHAPTER 1

INTRODUCTION

The transport of heat and mass in porous media have a significant influence on a wide

range of engineering applications such as solar reactors, building thermal insulation,

packed cryogenic microsphere insulation, combustors, chemical and biological reac-

tors, etc. The porous media are heterogeneous systems consisting of several intercon-

nected solid phases with continuous void/fluid space. Within the fluid region, the con-

servation equations can be used to describe the transport phenomena within the pores.

Recently, there has been a greater emphasis on using advanced materials to enhance

effectiveness of energy transfer and reduce the weight cum volume required in energy

transfer systems. Reticulated porous structures (RPS) are one type that will come under

this novel category of geometries & materials, because of their prominent features such

as high specific surface area, good permeability, higher porosity, as well as good mixing

and low-pressure drop compared to the packed beds. Furthermore, due to the continu-

ous solid phase, which offers a good capacity for heat transfer augmentation. In general,

these structures are named as foams, and it can be differentiate in two ways: if the voids

are interconnected with each other, it can be named as “open-cell foam “ (refer Figure

1.1a). If voids are isolated from one another, it is often called as “closed-cell foam”

(refer Figure 1.1b). Most of the earlier studies done to understand the pressure drop in

porous media were performed taking packed bed type of porous media. The emergence

of RPS as an alternative to the packed beds in various industrial applications such as

catalytic converters, groundwater treatment, geothermal energy harvesting, porous pre-

heaters & flame stabilizers, radiant porous burners, natural gas production (Kaviany

1995), in the biomedical field, jet engine application and solar applications (Ortega

2013; Azzi et al. 2007; Rashidi et al. 2017), it becomes necessary to study the fluid

flow and heat transfer accurately in RPS to improve the efficiency and design of the



above mentioned engineering systems and applications.

Figure 1.1: (a) Open-cell foam (b) Closed cell foam (adopted from Sathurusinghe et al.
2012.

Generally, the porous domain in engineering applications is much bigger than the

pore size, and continuum models are used to solve the conservation equations (Kaviany

1995; Bear 1988). According to continuum models, the effect of the porous mate-

rial and the structural parameters on the transport phenomena are described through

the effective transport properties (Kaviany 1995; Bear 1988). For example, in high-

temperature applications like radiant porous burners or porous combustors, the precise

estimation of heat and species transport inside the porous domain plays an essential

role in designing and optimizing such engineering applications. In general, the effec-

tive transport properties are calculated using either an approximate analytical method or

by experimental method. Due to the intricate shape of foam geometries, the analytical

method is quite inaccurate, while experimental measurements are time-consuming and

subject to measurement uncertainties and inaccuracies. To overcome those uncertain-

ties and accurately capture the specific geometrical characteristics, alternatively, many

studies proposed numerical simulations at the pore level (Das et al. 2018). Economi-

cally, this method is cheaper than the experimental. Moreover, numerical simulations

can precisely control the flow conditions and arbitrary material properties. Typically,

the fluid flow and heat transfer in porous media are calculated with the help of numer-

ical simulations by two approaches: (1) a macroscopic approach i.e. volume-averaged
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method and (2) a microscopic approach i.e. Direct Pore Level Simulations (DPLS). In

the first approach, small-scale details are omitted, and the knowledge that is thus lost

is represented in the governing equations by an engineering model. In the second ap-

proach, the exact morphology of the porous structure is taken into account to simulate

the small-scale flow characteristics. In this work, DPLS approach is used to analyze the

fluid flow and heat transfer in reticulated open-cell foam. The reticulated porous struc-

tures are modelled based on the theoretical Kelvin model, representing the real porous

structures that are shown in Figure 1.2. The geometry of these structures are generated

with the help of in-house code and visualisation tool kit (VTK) libraries (detailed proce-

dure explianed in chapter 3). The ideal and randomized Kelvin structures are generated

for different PPI (pores per inch) & porosities. By varying the geometrical parameters,

the influence of geometries on heat transfer between the flowing fluid and solid phase of

open-cell foams are investigated. Based on the simulation outcomes, new correlations

are proposed to calculate the pressure drop, dispersion, and heat transfer coefficients in

the reticulated porous structures.

Figure 1.2: 5 x 5 array of Kelvin structures: (a) ideal structure, (b) randomized structure
(only scale factor) and (c) randomized structure (both scale and centroid factor).

3



1.1 Background about idealized perodic open-cell foam

structures

The quantitative description of transport phenomena in reticulated porous structures

are thus far restricted to semi-empirical correlations. Moreover, these correlations were

usually derived for different structure types and are therefore applicable only with re-

duced accuracy on the investigated porous structures. In the attempted analytical model-

ings, simplified reticulated structures such as unit cell structures are studied (Nieh et al.

2000; Plessis and Masliyah 1988). Such simplified cell structures include, for example,

an octahedron model, a stretched cubic cell shape or square channels which are each

perpendicular to each other. One has more in reality the reticulated porous structures re-

semble a Kelvin structure (William 1887) (as a basic monomeric unit cells Ref. Figure

1.3a). This has long been regarded as the best description for real open cell reticulated

structures. It is described in detail in the literature and has been applied to the analysis

of porous structures (Kusner et al. 1996, Roberts and Garboczi 2001). A newer, more

complex model is based on the Weaire-Phelan (Ref. Figure 1.3b)(Weaire and Phelan

1996) structure as a monomer unit. This unit consists of eight cells with two basic types:

an irregular pentagonal dodecahedron and a tetrakaidecahedra with twelve pentagonal

and two hexagonal faces. Models of this kind help to clarify the key structural features

and their influence and physical and chemical phenomena, but the regular monomeric

units in reality are not capable of describing the physical significance of more statisti-

cally irregular, complex porous microstructure of reticulated porous structures and have

only limited relevance. This unit cell models are not in a position to account for the

typical, natural variations in the microstructure of monolithic reticulated porous struc-

tures (Zhu et al. 2000). To incorporate this structural disorder, many authors use models

that work on the basis of Voronoi mosaics (Ref. Figure 1.3c) and a random distribution

of seed points in space. A cell is defined by the space that is closer to a specific start

point as on all others. The amount of disorder of such a structure will depend on the

spatial distribution of the starting points (Roberts and Garboczi 2002, 2001; Grenestedt
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and Tanaka 1999; Zhu et al. 2000; Huang and Gibson 2003). Another model, which

works on the basis of a Gaussian random field was applied in (Roberts and Garboczi

2002) for determining the elastic properties of three-dimensional porous monoliths. A

serious drawback of these structures is however, in the topology of the Voronoi cells

that are created, in comparison with real structures per node, Voronoi cells too often

have high a number of connecting bridges. For obvious reasons, this does affect both

the mechanical stability of the structure as well as their thermal transport properties.

Figure 1.3: Perodic open-cell foam models: (a) Lord Kelvin model, (b) Weaire-Phelan
model, and (c) Voronoi model (adopted from Cunsolo et al. 2015; Das et al. 2018).

For the numerical simulation of fluid transport processes in the micro-structure of var-

ious materials cells, particular principal methods of calculation are available. One way

of calculation is the complicated Lattice-Boltzmann Method (LBM)(Chen and Doole

1998), in which the molecular-kinetic is simulated directly by statistical methods (ap-

plied to porous media such as in Coles et al. 1998; Bernsdorf et al. 2000; Humby et al.

2002). General description of the flow processes could also be solved by the numerical

methods such as finite element modeling (FEM) and the finite volume model (FVM) in
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Figure 1.4: Reconctruction of reticulated porous structure through computer tomogra-
phy (adopted from Ackermann et al. 2014).

which case both are available in commercial CFD (computational fluid dynamics) and

open source programs. Regardless of which method of numerical simulation is chosen,

it is necessary to discretize the porous microstructure, and thus bringing the geomet-

rical structure of the simulation as input available. A more realistic possibility for the

detailed mapping of the microstructure of a porous media is the application of digi-

tal, imaging procedures given such as computer tomography or X-ray scanning (Ref.

Figure 1.4). Through the reconstruction of these highly randomized porous structures

using computer tomographic scans(e.g., Humby et al. 2002; Petrasch et al. 2007; Diani

et al. 2015; Parthasarathy 2016); Nie et al. 2017), one could be able to define the effec-

tive properties of the investigated porous structures accurately. But it is well known that

these correlations are usually valid only for the investigated geometry and are therefore

applicable only with reduced accuracy on other porous structures. In order to develop

precise generalised semi-empirical correlations for the effective transport properties, It

is necessary to thoroughly investigate the effects of each and every geometrical param-

eter on the transport properties. Well-defined structures (e.g. Kelvin structures and

randomized Kelvin structures) could be used to perform direct pore level simulations.

This will help in studying the influence of the geometrical properties of the structures

on the heat and mass transfer properties in great detail.
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1.2 Reticulated porous media characterization

In order to develop accurate generalized semi-empirical correlations for the effective

transport properties, the evaluation of each and every geometrical property is needs to

be studied in detail. The crucial geometrical parameter includes porosity, pore diameter,

pore density (PPI), specific surface area, tortuosity, and hydraulic diameter.

1.2.1 Porosity

Porosity(ε) is the one of main geometrical property of porous media and it is define

as, the ratio of pore volume VP (void space) occupied in the material to the total volume

VT . Where the total volume includes both pore volume and solid volume VS . Porosity

measures the percentage of empty void space in a porous media. If an object is of high

porosity, it has a great ability to hold fluid within itself. For example, sponges, wood,

rubber, and some rocks are consider under natural porous materials. Ceramics, compos-

ite materials, and high-porous metallic foams are examples of man-made porous media.

Generally, two types of porosities are defined for the open-cell fomas i.e., total porosity

and open porosity. Total porosity counts all kinds of the pore space, like macroscopic

pores and also microscopic pores that are present in the struct. But the open porosity

counts only the macroscopic pore space. Most of the cases the total and open porosities

are nearly same due to additive manufacturing capabilities that are available in present

days. In this study, only open porosities are considered because these are more relevant

in the study of fluid flow and heat transfer. Initially the open porosity is given as input

for the generation of geometry, later the open porosity values are checked by using the

volume of the elements in the computaional grids. i.e., to calculate open porosity, the

total pore volume is calculated by adding all the tetrahedral volumes of void spaces

that are obtained from computational grids. Therefore, the open porosity is obtained by

dividing the total pore volume with the total volume of the porous media.
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1.2.2 Pore density

The number of pores in a given length/volume is called pore density (PPI). In this

study, it is defined as number of pores in one linear inch and the unit Kelvin structures

are scaled based on pore densities like 10, 20, 30 PPI.

Figure 1.5: Photo of real sponges: (a) 10 ppi, (b) 20 ppi, (c) 45 ppi and (d) 45 ppi of
light microscopy picture (Dietrich et al. 2009).

1.2.3 Pore diameter

The pore diameter (dpore) is calculated from the pore densities using the relation

dpore = 0.0254/PPI (Hackert et al. 1996). A high PPI number is equivalent to a small

pore size. The PPI number of the real pore sponges shown in Figure 1.5 ranges from 10

to 45 PPI (Dietrich et al. 2009).
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1.2.4 Specific surface area

While dealing problems with fluid and heat transport through foams, specific surface

area (SV ) is one of the important geometrical parameter, it can be used to differentiate

and compare with other porous structures as honeycombs and packed beds. In general,

it is define as the ratio of external struct surface area to the entire volume of the sponge.

Moreira et al. (2004a) measured the specific surface area by image analysis. In recent

publications, Grosse et al. (2009) and Incera Garrido et al. (2008) used MRI and CT

to measure the specific surface area of ceramic foams. Dietrich (2012) proposed a

correlation for the specific surface area from the experimental results as follows,

Sv = 2.87 · 1

dstruct + dwindow
· (1− ε)0.25 (1.1)

In this study, the total surface area of the solid region is found by adding all surfaces

of the triangular surface elements, and total volume of the reticulated porous media is

calculated by adding all their volume elements. The specific surface area is obtained by

dividing the total surface area by the total volume of the reticulated porous media. The

porosity and specific surface area values of each sponge used in this work is reported in

Table 4.1.

1.2.5 Hydraulic diameter

In order to define the friction in the porous media, the concept of hydraulic diameter

(dh) is used as a characteristic length and it define as

dh = 4· cross section area avialble for fluid flow
wetted perimeter

= 4·AF
P
·L
L

= 4· VF
AS
·VT
VT

=
4ε

Sv
(1.2)

Where, ε represents the open porosity. The hydraulic diameter of different structures

used in this study are calculated and tabulated in Table 4.1.
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Along with these structural properties, the hydraulic and thermal transport proper-

ties such as; permeability, drag coefficient, pressure drop, dispersion and convective

heat transfer coefficients are studied and explained in the next chapters.

1.3 Outline

The structure of this thesis is organised based on the topics in seven chapters and an

appendix.

In chapter 1, the introduction about reticulated porous media and methods used to de-

termine morphological parameters are discussed. A brief introduction to predict the

performance of porous media using the volume averaging method and pore level simu-

lation is addressed.

In chapter 2, a comprehensive review of the literature on earlier works based on various

topics are presented. The scope, motivation and objectives of the present study are ad-

dressed.

In chapter 3, the construction of 3D geometry of the ideal and randomised Kelvin struc-

ture using a program algorithm is thoroughly described.

Chapter 4 deals with the methodology used to determine the pressure drop in reticu-

lated porous media. The grid independence study, boundary conditions and governing

equations related to flow calculations are provided. The method used to determine new

values of viscous and inertial coefficients is documented. And also, a relation between

the Hagen number and the Reynolds number is presented.

Chapter 5 provides the study of the longitudinal dispersion in reticulated porous media.

Discussion on a parametric study to understand the influence of geometrical parameters

on dispersion is provided. The methodology used to determine flow tortuosity is dis-

cussed. And also presented is a new characteristic length correlation to determining the

longitudinal Peclet number.

In Chapter 6, the methodology used to predict the forced convective heat transfer coeffi-

cient for various working fluids is documented. The influence of pore size and porosity
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on the volumetric heat transfer coefficient is described thoroughly. And also provided is

an empirical correlation to calculate the Nusselt number with the use of Hagen number.

Finally, a conclusion and the future scope of the present study is discussed in Chap-

ter 7. In the appendix (I, II and III) all the simulation results obtained in this study are

tabulated.

1.4 Closure

A brief introduction to reticulated porous media and its morphological parameters

was addressed in this chapter. A detailed description of idealized periodic open-cell

foams was also reported. The literature review conducted for the present work is pre-

sented in the next chapter.
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CHAPTER 2

LITERATURE REVIEW

A comprehensive review of experimental and numerical analysis of fluid flow and heat

transfer in reticulated porous structures is given below.

2.1 Pressure drop in open-cell foams

The fluid flow in porous media is analogous to that of pipe flow. The flow be-

haviour is described in terms of the Reynolds number and various flow regimes have

been recognised and are connected with changes in the friction coefficient and pressure

drop. However, because of the vast surface area, complicated interior structures, and

inherent variance in the media, there is a significant amount of experimental scatter, and

there are variations in the definition of the characteristic length. As a result, comparing

the flow characteristics of various porous media is challenging. Here, several studies of

pressure drop results in open-cell foams using experimental and numerical methods are

reviewed precisely.

Moreira and Coury (2004b) conducted experiments to study the effect of structural

parameters in the measurement of permeability using SiC and Al2O3 ceramic foams.

The ceramic foams with various pore sizes (PPI) were employed. Water was used as

the flowing fluid in the measurement of permeability. The authors reported that the esti-

mated permeability scatters significantly with the investigated parameters. Further, the

experimental data were fitted with an Ergun type correlation, the correlation is able to

captured the permeability of the media in all foams under the investigated experimental

conditions.

Liu et al. (2006) conducted experiments to determine the pressure drop of seven

kinds of aluminum foams and ceramic foams with different porosities (80.2%-95.8%)



and pore densities (5 PPI-65 PPI). Based on experimental outcomes, the authors exe-

cuted a regression evaluation to correlate the empirical equation in terms of friction fac-

tor. These correlations have been used to calculate flow friction characteristics in metal

foams especially in regimes with greater Reynolds numbers. To extend the applicability

of developed correlation, the authors combined the data provided by Richardson et al.

(2000) and again performed regression analysis and compared towards experimental

data. It is reported that the developed empirical equation is appreciably good with the

experimental results. Further comparison was made with the experimental records of

Du Plessis et al. (1994). From the comparison, the authors reported that the experimen-

tal values of Du Plessis et al. (1994) were smaller than the correlated values because of

discrepancies between measured spherical diameter versus calculated spherical diame-

ter.

Dukhan (2006) measured pressure drop in nine samples of aluminium open-cell

foams having different porosities (67.9% to 92.3%) and pore densities (10, 20 and

40PPI). The authors conducted experiments through a steady-state approach, where the

air was used as a working fluid. The authors compared nine samples of pressure drop

results with each other and noticed a high-pressure drop in the low-porosity foams. The

investigation mainly focused on developing correlations for permeability and drag coef-

ficient with porosity. The author concluded that the permeability correlation was better

able to predict some of the previous results of Hwang et al. (2002) and Antohe et al.

(1997).

A variety of correlations found in the literature were listed by Edouard et al. (2008)

and compared to their experimental results. The authors noticed that the standard de-

viation between the experimental and analytical pressure drops reached 100%, proving

that no model can accurately estimate the pressure drop. Additionally, the authors also

reported that the method developed by Du Plessis (1994) and Lacroix et al. (2007) pro-

vided a reliable estimate of pressure drop, with the majority of experimental results in

published studies falling within a ±30% error range.
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Dietrich et al. (2009) proposed an Ergun kind of pressure drop equation (one used in

this study, Eq. 4.5) with the help of experiments on real porous ceramic sponges of 10,

20, 30 and 40 PPI with nominal porosity 75% to 85%. By modeling the experimental

data, the two constants of the Ergun equation were determined. The authors reported

that those constants are unbiased of the material, porosity and pore density (PPI). The

developed correlation also enables the calculation of a hydraulic diameter of sponges

based on pressure drop measurements. To study the applicability of this correlation,

Dietrich (2012) made an in-depth assessment of various sets of experimental records

(almost 25 authors) of various varieties of sponge materials, fluids and Reynolds num-

bers 10−1 < Re < 105. The author concluded that the developed correlation is applica-

ble for predicting the non-dimensional pressure drop (Hagen number) in a single-phase

flow within a RMSD of ±40%.

Mancin et al. (2010) conducted experiments on six distinctive aluminum open-

cellular foams with specific pore sizes 5, 10, 20 and 40 PPI, specific porosities between

0.903 to 0.956 and relative densities between 9.7% to 4.4%, under a broad range of air

flow rate. The collected data from experiments were analyzed and compared with refer-

ence models available in the literature. The authors reported that the models proposed

by Bhattacharya et al. (2002) and Du Plessis et al. (1994) provide a good match for

their experimental data. Based on experimental outcomes, the authors proposed a new

simple pressure drop model and it was compared with their own experimental data and

reported that a relative deviation of 0.99%, a mean absolute deviation of 3.1% and a

standard deviation of 3.5%.

Tetrakaidecahedrons are an ideal structure, and Inayat et al. (2011b) investigated

the pressure drop in this configuration. The ideal structure was manufactured using

selective electron beam melting (SEBM) method for which geometry was designed

using Computer Aided Design (CAD) software, and pressure drop was then experi-

mentally determined. For the viscous and inertial coefficients of the Ergun equation,

non-empirical relations are given. According to the authors, the proposed coefficients
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are able to predict the pressure drop in both idealised structures and densely packed

beds. In the next investigation, Inayat et al. (2011a) used previously proposed coef-

ficients to determine the pressure drop in ceramic sponges. The authors noticed that

those correlations overestimated the pressure drop inside the ceramic sponges. Then

the authors modified the previous coefficients with empirical exponent values; it is now

possible to determine the pressure drop inside sintered SiC sponges with a deviation of

less than 5%.

The effects of pressure drops in open-cell foams have also been analyzed using nu-

merical simulations based on Computational Fluid Dynamics (CFD), which has been

shown to be an excellent tool for estimating pressure drops in porous media. To per-

form such numerical simulations, many authors modelled the foam 3d geometry using

idealised unit cells, tomographic reconstruction foam models, and artificially created

foam models. Those kinds of studies are briefly reviewed below.

Diani et al. (2014) performed a sensitivity evaluation to maintain the no. of pores

required for accomplishing fully developed flow in open-cell foams. Initially, the sim-

ulations were performed on the 40 PPI sample by placing different pores (5, 10 and 20

pores) in the flow field. From the results of a simulation, the pressure drop was calcu-

lated in each case, and it was compared and reported that the pressure drop of 5 pores

sized sample has a large difference (-15.7%) with 10 pores sized sample. Similarly, the

pressure drop difference in 20 pores and 10 pores sized samples is only -3.2%. There-

fore, the authors stated that to achieve a fully developed flow in open-cell foams, the

domain size has to be maintained around 10 pores in the direction of flow. Further, the

pressure drop results of 5, 10, 20, and 40 PPI samples were analyzed and compared

against experimental data of Mancin et al. (2013), and it was reported good compatibil-

ity with a mean relative deviation of -3.8% and absolute deviation of 5.4%, respectively.

Regulski et al. (2015) investigated the pressure drop in open-cell foam of samples

10, 20 and 30PPI with different porosities (75% to 79%). The study includes experi-

mental and numerical simulations using the Lattice Boltzmann Method (LBM) method,
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where sponge geometries are constructed through image analysis. The authors mainly

focused on establishing the pressure drop correlations that will be exclusively based

on the geometrical properties of those kinds of foams, and image analysis plays a cru-

cial role in this case. The acquired results were further compared with data of other

researchers and with few pressure drop correlations.

Ambrosio et al. (2016) studied the impact of strut shape on the pressure drop in

open-cell foams analytically by adding a parameter that describes the strut’s shape.

Initially, the authors measured the geometrical parameters by reconstructing the real

porous foams by CT scans. Later, the ideal Kelvin model foams were created with the

same geometry parameters of real foam using the surface evolver software. The authors

performed simulations on both ideal and real porous foams. Then the authors compared

both simulation results and reported that except for the entrance, pressure drop in the

ideal foam shows good agreement with real foam. It is also noted that the convex shape

of the strut reduces pressure drop for any porosity and flow rate.

Parthasarathy et al. (2016) performed direct pore level simulations on reconstructed

reticulated porous structures made of two different materials (Al2O3 & SiSiC) and

porosities of 75%, 80% & 85% with pore densities of 10, 20, 30, and 45 PPI. The

authors proposed new values for viscous and inertial coefficients for the Ergun equation

to obtain the pressure drop in the open-cell sponge and compared the simulation results

against experimental results provided by Dietrich et al. (2009). It is reported that there

is a good agreement between the correlated pressure drop results and the experimental

results, but in the case of Al2O3 45 PPI 80% porosity sponges, there was a considerable

deviation in results because of larger specific surface area and closed pores. The authors

also proposed a new pressure drop correlation while considering the effect of tortuosity

in the flow direction.

Nie et al. (2017) reviewed the theoretical background of the pressure drop for open-

cell foams and reported the different types of empirical correlations which is obtained

from literature. Most of these correlations have a lack of general applicability due to
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involvement of sponge specific empirical coefficients and another reason is presumably

that inconsistency in the geometrical parameters used. However, only a limited set of

correlations fit the experimental data. The authors investigated the foam porosities from

70% to 95% with a pore density of 10, 20, 30, 40 and 50 PPI. The 3D foam geometri-

cal model was generated by using the Laguerre-Voronoi tessellation (LVT) model and

numerical simulations were performed using ANSYS fluent for flow velocities between

0.5 m/s to 20 m/s. The simulated pressure drop results were compared and reported that

there is good consistency with theoretical predictions developed by Inayat et al. (2016),

experimental results by Dietrich et al. (2009) & Mancin et al. (2012).

de Carvalho et al. (2017) carried out a numerical investigation of pressure drop by

making use of the pore-scale methodology on five specific open-cell metallic foams.

The authors investigated the flow in the turbulent regime i.e., every flow through porous

media is not a laminar, high-speed flows will occur and cause to the onset of turbulence

within the pore space. RANS models are used to evaluate the turbulence within the pore

space. The authors also conducted experiments on the samples to calculate the transport

properties, with the same input data as that of simulations. From the results of numerical

and experimental studies, the authors noticed that a smaller sample thickness would lead

to a higher pressure drop in the flow directions. Similar results were found by Baril et al.

(2008) and Dukhan and Patel (2010). Based on their experiments, de Carvalho et al.

(2017) proposed the critical thickness of the sample should lie between 25 and 50 times

dpore for which pressure drop results converge asymptotically towards a constant value.

Kumar and Topin (2017) reported various relations available in the literature and

indicated that the expressions of friction factor and Reynolds number vary from author

to author because of different characteristic lengths which depend on foam morphology.

To avoid these morphological ambiguities & discrepancies in the characteristic length,

the authors proposed a new Forchheimer number (Fo) correlation in the form of equiv-

alent Reynolds number where intrinsic characteristic length as a Darcian permeability

and Forchheimer inertia coefficient. From the correlation, the authors distinguish the
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flow regimes in open-cell foam as follows, if (Fo) less than 0.1 the flow remains within

the Darcy regime, similarly the weak inertia regime occurs when (Fo) is greater than

1 and transition regime takes place in between 0.1 and 1. The authors compared and

concluded that there was an excellent agreement between the derived empirical corre-

lations of hydraulic properties and friction factor data against numerical/experimental

flow data of Kumar and Topin (2014b) & Kumar and Topin (2014c).

Bracconi et al. (2019) performed a systematic investigation to estimate pressure

drop in open-cell foams through numerical and experimental approaches. The foam ge-

ometries are constructed virtually and printed using additive manufacturing techniques.

The authors performed a comprehensive analysis leading to a better understanding of

how the interaction between the fluid flow and the structure is affected by geometrical

characteristics such as cell size, porosity, and strut shape. Based on simulation out-

comes, the authors reported that the pressure drop across the structures are decreased

by increasing the cell diameter or void fraction. The authors noted that the average strut

size is the major parameter impacting the pressure drop of gas flow within the open-

cell foams. Further, the authors proposed an Ergun kind of pressure drop correlation

by considering the cross-section of the struct shape like cylindrical and triangular and

validated with their experimental results.

In recent publications, Yang et al. (2021) summarized the theoretical models of pres-

sure drop in open-cell foams. The authors reviewed various models of foam geometries

and provided improvements for a few models to achieve accurate prediction of pressure

drop compared to experimental observations. Further, by adopting the Calmidi (1998)’s

permeability model, the authors established two empirical correlations of permeability

and suggested it for open-cell metal foams. Then the proposed correlations are com-

pared with the experimental results of other authors and found relatively consistent

within the 100% relative error.
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Table 2.1: Pressure drop correlations proposed by different authors for open-cell foams.

Authors Characteristic

length(CL)

Correlation for predicting the pressure drop

Lu et al. (1998) ds = dp

(
2√
3π

)
[1− 6]1/2 f =

[
0.044 + 0.008(dp/ds)

(dp/ds−1)0.43+1.13(ds/dp)

]
Re−0.15

Giani et al. (2005) ds = dp
[

4
3·t(1− ε)

]1/2 ∆P
L

= 13.56
d3
p

2(dp−ds)4ds
µu+ 0.87

d3
p

2(dp−ds)4ρu2

Liu et al. (2006) Dp = 6(1−εo)
sv

∆P
L

= 22 (1−ε)2

ε3d2
p
µu+ 0.22 (1−ε)

ε3dp
ρu2

Innocentini et al. (1999) Dp = 6(1−εo)
sv

∆P
∆x

= 150 (1−εo)2

εo3
µV
Dp

2 + 1.75 (1−εo)
εo3

ρV 2

Dp

Richardson et al. (2000)
∆P
∆x

= E1

36
1
εo3ac

2µV + E2

6
1
εo3acρV

2

dp E1 = 973dp
0.743 (1− ε0)−0.0982

E2 = 368dp
−0.7523 (1− εo)0.07158

Du Plessis (1994) &

Fourie and Du Plessis (2002)

ds = dp
(

2
3−τ − 1

)
∆P
∆x

= 36τ(τ−1)(3−τ)2

4εo2dp2 µV + 2.05τ(τ−1)
2εo2dp

ρV 2
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Tadrist et al. (2004)
ds

∆P
∆x

= c1
(1−εo)2

ε3o

µV
d2
s

+ c2
(1−εo)
εo3

ρV 2

ds

100 ≤ c1 ≤ 8651&0.65 ≤ c2 ≤ 2.6

Moreira et al. (2004b) dp
∆P
∆x

= 1.275× 109 (1−εo)2

ε3odp
−0.05µV + 1.89× 104 (1−εo)

ε3odp
−0.25ρV

2

Topin et al. (2006) ds
∆P
∆x

= 1
1.391×10−4

(1−εo)2

εo3
µV
ds2 + 1.32acρV

2

Inayat et al. (2011b)
∆P
∆x

= E1

36
1
ε3o
a2
cµV + E2

6
1
ε3o
acρV

2

Dp = 6(1−εo)
ac

E1 =
[(

1−0.971(1−εo)0.5

0.6164(1−εo)0.5

)
εo

]−1

E2 =
[(

1−0.971(1−εo)0.5

0.6164(1−ε0)0.5

)
(1− εo)

]

Dietrich et al. (2009)
dh = 4ε

Sv

∆P
∆x

= 110 1
εt

µV
d2
h

+ 1.45 1
ε2t

ρV 2

dh
;Hg = ∆P

∆x

d3
h

ρV 2

Hg = 110Re+ 1.45Re2 with Re = µdh
εtv

Kumar and Topin (2014a)
dh = 4ε

ac
∆P
∆x

= E1
(1−εo)2

εo3 a2
cµV + E2

(1−εo)
εo3 acρV

2

E1 =
εt·d2

h

KD
· εo(α/β)−1;E2 = CFor · ε2

t · dh · εo(α/β)−1
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2.1.1 Critical review on selection of characteristic length

In the literature, many of authors proposed different kind of correlations to predict

the pressure drop in open-cell foams (a few of the author’s correlation data are presented

in Table 2.1). But it is well known that these correlations are usually valid only for the

investigated geometry and are therefore applicable only with reduced accuracy on other

porous structures. This is primarily due to the complexity of the foam morphology

and discrepancies in the selection of foam geometry parameters. In that, characteristic

length is one of the essential parameters in characterising the friction factor-Reynolds

number (f-Re) relation in open-cell foams. This relationship is extensively dispersed

throughout the literature and arises primarily due to the various choices of geometry

parameters (Dp, ds, dp, and dh) that can be used in characteristic length scales. Gener-

ally, this length scale is related to the flow regimes (viscous, transition or inertia regime)

and may vary depending on the type of parameters used. As an illustration, Ref. Table

2.1, different authors have chosen different kind of characteristic length scales.

Initially, many authors (Liu et al. 2006; Innocentini et al. 1999; Inayat et al. 2011b)

used to represent the analogy between solid foam and spherical particles with equivalent

particle diameter (Dp) in terms of specific surface area and porosity. It leads to Dp =

6(1−εo)
ac

. Due to the fact that open-cell foams do not have the same geometry as a packed

bed of spherical particles, a relationship like this cannot be drawn because pore size and

pore density change with manufacturing methods (also see Dukhan and Patel 2008).

Hence it is not possible to apply this kind of relations directly to open-cell foams since

they exhibit significant errors in the prediction of pressure drop.

Further, few authors (Richardson et al. 2000; Moreira et al. 2004b; Boomsma and

Poulikakos 2002) were used to define characteristic length scale with pore diameter

(dp) because it can quantify easily with 3-D tomography pictures. By evaluating a

substantial collection of correlations and experimental data from the literature, Edouard

et al. (2008) demonstrated that it was inappropriate to use the dp of the foam as a

characteristic length. This is because of different ways to measure pore diameter, which
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leads to inconsistencies when comparing various data from the literature. In general,

the definition and measurement of dp differ and vary depending the author and the

methodology being used. By using 3-D scanned pictures, dp can be calculated by taking

the average diameter of discs covering the same area as dp (Xu et al. 2008), or by taking

the diameter of a sphere occupying the same volume as dp (Kumar and Topin 2014c).

And also few authors used to measure with the help of dp = 2.54/PPI expression.

Further many authors emphasised their inherent interest in using strut diameter (ds)

(Lu et al. 1998; Giani et al. 2005; Tadrist et al. 2004; Topin et al. 2006) or hydraulic

diameter (dh) (Dietrich et al. 2009; Kumar and Topin 2014a; Parthasarathy et al. 2016).

Where hydraulic diameter (dh) consists of both porosity(ε) and specific surface area(Sv)

and thus includes the influence of strut shape. These elements are entirely measurable

structural parameters. Then measuring those structural parameters is as precise as pos-

sible. In general, Sv could be measured with various methods e.g. BET technique

(Richardson et al. 2000) and MRI technique (Dietrich et al. 2009). Recently, it can

be measured easily by reconstructing the 3-D foam with micro CT scanned images

(Parthasarathy et al. 2009). In this work, to account for the effect of strut shape, hy-

draulic diameter (dh) is considered as the characteristic length in terms of ε and Sv. And

it leads to dh = 4ε
Sv

, and the measuring procedure of Sv is explained in chapter 1.

2.1.2 Critical review on pressure drop correlations

In the literature majority of the pressure drop correlations were carried out by us-

ing the Ergun type approach (Ref. Table 2.1). Few of the authors, e.g. Innocentini

et al. (1999) and Lacroix et al. (2007) employed original values of Ergun coefficients

(E1=150 and E2=1.75), which were originally derived for packed bed structures. On

the other hand, some of the authors (e.g.Dietrich et al. 2009; Lu et al. 1998; Moreira

et al. 2004b) proposed new Ergun coefficients (E1 & E2) by conducting experimental

and numerical analysis on variety of foam samples with different pore sizes. Besides,

many authors argued and proposed various kinds of Ergun coefficients, which vary in
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the range of 100 to 865 and 0.65 to 2.65, respectively (see Table 2.1). Additionally,

specific authors ( Mancin et al. 2013 and Dukhan and Patel 2008) attempted to corre-

late the properties of the flow law with the geometrical parameters of the foam structure

without using an Ergun type approach.

However, Numerous associations’ relevance and validity have already been ex-

plored in the work of Edouard et al. (2008); thus, they are not covered in detail in

the current work. The authors (Edouard et al. 2008) reported that the standard deviation

between the experimental and analytical pressure drops reached 100%, proving that no

model can accurately estimate the pressure drop. Bracconi et al. (2019) reported that

among all existing correlations, the one given by Dietrich et al. (2009) are regarded as

the most suitable estimates for pressure drop in open-cell foams where the authors have

been verified using the huge collection of literature data with a range of Re as 0.1 to 105.

Therefore, in this study, the pressure drop correlation of Dietrich et al. (2009) has been

taken as the reference to develop a pressure drop correlation for ideal kelvin structures.

2.2 Dispersion in open-cell foams

So far, the longitudinal dispersion through open-cell foams has been described only

in a few publications. Recently, Hutter et al. (2011) conducted tracer pulse experiments

to analyse the liquid dispersion coefficient in metal foams and laser sintered structures

at various porosities (83%-86%) and pore densities (20 and 30 PPI). The authors per-

formed experiments on two different column lengths (i.e., long and short tubes). They

observed that the foam element’s length played a significant role in the dispersion re-

sults, which is a well-known effect from the literature (Han et al. 1985). Dispersion

coefficients (DL) were observed in the range of 1.3 x 10−4 to 6.7 x 10−3m2/s and re-

ported that they follow the same trend as typical packing materials and a packed bed.

Further, the authors proposed an empirical correlation for DL as a function of Re. It is

reported that the experimental data fit very well at low Re, but deviations were noticed

at high Re>700, and were discussed through increasing measurement error at higher
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pore velocities.

Parthasarathy et al. (2013) performed DPLS to calculate the gaseous axial disper-

sion coefficient values in reticulated porous media. It is proposed that the axial mixing

length could be used as the characteristic length in defining the Peclet number for retic-

ulated porous structures with the help of Prausnitz (1958) mixing-length model. A

correlation to calculate the characteristic length based on the geometry of porous media

is provided.

Afshari et al. (2018) investigated dispersion numerically by performing DPLS in 2-

D packing circular grains. The numerically generated concentration profiles were fitted

to the analytical solution of the convection-dispersion equation to calculate the Lon-

gitudinal Dispersion coefficient (LDC). The authors particularly examined how het-

erogeneity and viscous fingering affected the miscible fluids in porous media. The

authors divide the flow pattern of the miscible fluid in two ways, like stable and un-

stable displacement. During the flow, in the stable displacement, the LDC increases

until reaching an asymptotic value, but in unstable displacements, LDC always behaves

asymptotically. Last but not least, the authors also observed that the magnitude of the

LDC decreased as the viscosity ratio increased to higher negative values.

More recently, V. Chandra et al. (2019) performed DNS on open-cell solid foams

to acquire hydrodynamic dispersion. The authors modeled the open-cell solid foams

by idealised Kelvin structures. In the numerical approach, the Immersed Boundary (IB)

method was utilised to impose the proper fluid-solid interface boundary conditions. And

the authors performed the parametric study by changing the structure’s orientation at

different porosities and mass flow rates. Then reported that the orientation of structure

greatly influences hydrodynamic dispersion and also noted that the dispersion enhanced

with the increasing flow rate due to magnified velocity fluctuations.
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2.3 Forced convective heat transfer in open-cell foams

In the past decades, several researchers studied the fluid flow and heat transfer in

porous media using packed bed kind of porous media and reticulated porous structures.

For example, Wakao and Noriaki (1982) conducted experiments on packed beds and

developed the most comprehensive correlation for Nusselt number as:

Nu =
hsf .dp

kf
= 2 + 1.1Re0.6Pr0.33 (2.1)

where, Re = ρdpus/µ. Similarly, Whitaker (1983) proposed an empirical correlation

for packed beds as

Nu = 2 + (0.4Re0.5
d + 0.2Re0.66

d )Pr0.4 (2.2)

where, Red = ρdpus
µ(1−ε) , Nu =

hsf .dp

kf

ε
(1−ε) and dp = 6.Vp

Ap
.

Eq. (2.1) and (2.2) valid only in packed beds within the porosity of nearly 0.4.

For higher porosities (≈0.9), Kuwahara et al. (2001) established a new correlation

(Eq. 2.3a) from a series of numerical investigations based on a 2-dimensional periodic

model. Later, Nakayama (2014) corrected (Eq. 2.3a) and proposed new correlations Eq.

(2.3b). The authors assumed isothermal square rods as obstacles and arranged them in a

regular pattern, and solved a set of governing equations. From numerical investigations,

the authors suggested the need for 2-Energy equation model i.e., LTNE (Local thermal

non-equilibrium) instead of LTE (Local thermal equilibrium) model. Because, while

dealing with single-phase fluid flow through porous media, when assuming the LTE

model, the solid and fluid phases are treated like one continuum, and the temperature

is assumed to be the same. But, when it comes to heat transfer enhancement applica-

tions, the conductivity ratio between the solid and fluid phases is quite high, and thus

LTE is not sufficient. Whereas, LTNE assumes a finite temperature difference between

solid and fluid phases to define the heat transfer in the bulk porous structure. So, for

engineering applications solving using the LTNE model is the most convenient solu-

tion. However, Pallares and Grau (2010) numerically studied the same arrangement of
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staggered square rods that are used by Kuwahara et al. (2001). The authors proposed

a new correlation (Eq. 2.3c) by multiplying a factor of two with the right hand side of

Eq. (2.3a). Therefore, the results of both the studies are consistent and, in addition, are

consistent with the experimental results collected by Wakao and Noriaki (1982).

Nu =
hsf .D

kf
= (1 +

4(1− ε)
ε

) +
1

2
(1− ε)1/2Re0.6Pr0.33 (2.3a)

Nu =
hsf .D

kf
= (2 +

12(1− ε)
ε

) + (1− ε)1/2Re0.6Pr0.33 (2.3b)

Nu =
hsf .D

kf
= (2 +

8(1− ε)
ε

) + (1− ε)1/2Re0.6Pr0.33 (2.3c)

In the literature, it is observed that there are two techniques for measuring heat trans-

fer coefficient(HTC) in open-cell foams: One is a steady-state and another a transient

(single–blow) method. Younis and Viskanta (1993) adopted the transient single-blow

method to measure the volumetric heat transfer coefficients (VHTCs) of ceramic open-

cell foams. The authors conducted experiments on different foam materials such as

alumina foams of pore densities 10 PPI to 66 PPI at 85% porosity and a cordierite

foam with 20 PPI of 85% porosity. From the experimental HTC results, the authors

correlated the Nusselt number as function of Reynolds number for each ceramic foam

(Nu = CRem). The authors observed that the exponent of the Reynolds number is

decreasing while decreasing the pore diameter.

Fu et al. (1998) conducted experiments to estimate HTC in cellular ceramics by

single-blow technique. The authors adopted the VHTC concept and defined the Nusselt

number in terms of VHTC and it leads to Nuv = hvl
2
c/k. The author performed experi-

ments on different pore sizes of PPC (4-26), thickness (6-12mm) and Reynolds number

in the range of 2-863. From the experimental outcomes, the authors performed curve-

fitting regression and proposed a new volumetric Nusselt number (Nuv) correlation to

estimate VHTC. Further, the proposed correlation was compared with existing corre-
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lation data and noticed a more significant deviation. The main cause of the deviation

reported that due to the difference in choosing of characteristic length and also massive

variation in specimen thickness.

Calmidi and Mahajan (2000b) studied the effect of thermal dispersion in high poros-

ity metal foams. The authors conducted experiments and simulations with aluminum

metal foams using air as a working fluid. The authors performed simulations with and

without considering the thermal dispersion and compared it with experimental results.

From the results, it was reported that the thermal dispersion term show no significant

effect on the total heat transport. The authors also demonstrated that it is impossible to

accurately quantify dispersion effects when the conductivity of a solid-phase material is

much greater than its liquid-phase counterpart. Therefore, for the sake of simplification,

dispersion terms are not included in the present study.

Hwang et al. (2002) examined the combined effect of porosity and flow Reynolds

numbers by conducting experiments on aluminum open-cell foam. While inserting alu-

minum foam in a duct, the interfacial HTCs are calculated using a transient single blow

technique. From the experimental results, the authors noticed that for a given Reynolds

number, the interfacial HTC increases with decreasing porosity. A characteristic length

based on mean pore diameter is chosen to define Nu and Re. Finally, the authors de-

rived different empirical correlations for the Nusselt number as a function of Reynolds

number, for various porosities. The correlation data provide a good agreement with

Younis and Viskanta (1993) and Ichimiya. (1999) data. The authors also postulated

that the convective heat transfer was significantly influenced by the shape and surface

area of the flow passage. Kamiuto and Yee (2005) derived the Nusselt number versus

Peclet number correlation by utilizing the experimental data of several researchers. The

correlation was derived using only the porosity and nominal cell number density as pa-

rameters, and the developed correlation is able to reproduce the of experimental data in

open-cell foams with error less than that of ±40%.

To expose the metal foam as an excellent heat sink device, Hsieh et al. (2004) con-
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ducted experiments on six types of aluminium-foam heat sinks. The authors adopted the

LTNE approach and performed a parametric study to optimize the better heat transfer

foam. From the results, the authors noted that for increasing higher Reynolds numbers,

the convective heat transfer rate increases, causing a decrease in temperatures in the

solid phase and gas phase of the aluminium foam. In addition, the authors observed that

the effectiveness of cooling was influenced by both porosity and pore density. Further,

the authors proposed a correlation for each aluminium foam in the form of Nu = aReb.

Where the constants a and b increased with increasing porosity and pore density.

Fuller et al. (2005) conducted experiments on open-cell foams using a steady-state

method and compared it with the transient method. The authors reported that the HTC

obtained from the steady-state approach inherently depends upon the foam thickness

and thermal conductivity because of the heat source positioned on the channel’s side

surface. In contrast, the transient method is assumed independent of foam thermal

properties. As a result, the conduction effect is not a problem. The authors also pro-

posed two different mechanisms which enhance the heat transfer in open-cell foams.

One is the increase of heat transfer from the bounding substrate walls by making the

flow more turbulent. Sometimes it referred to as ‘thermal dispersion’. Another mecha-

nism is that open-cell foams offer extended surface area, which consequently enhances

the heat transfer.

Wu et al. (2011) have performed a sensitivity analysis on ceramic foams to ob-

tain HTC. The authors represented the ceramic foams by idealized tetrakaidecahedron

structure. By performing the numerical simulations, the local wall HTC was deter-

mined. The authors noticed that the HTC is significantly affected by cell size, velocity

and was poorly affected on porosity. Based on simulation results, a correlation for the

VHTC was developed between air and open-cell ceramic foam. The main intention of

their correlation is to design a volumetric solar air receiver. Thus, the developed corre-

lation was compared with the experimental results of Younis and Viskanta (1993) and

reported that the comparison shows good agreement.
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Bianchi et al. (2013) performed experimental and numerical analysis to determine

the WHTC in a catalyst reactor where the open-cell foam material was tight-packed

in the tubular reactor. The foam samples used for the experiments were made up of

FeCrAlY or aluminium with a pore size of 10 to 40 PPI and porosities of 89-95%.

The authors specially focused on the interaction between the reactor wall and the foam

packing, allowing N2 or He at a flow rate of 15 to 35 Nl/min (normal liter per min). For

that, the authors collected longitudinal and lateral temperature profiles along the tested

samples and the reactor wall within a range of 400 to 800 K. Then they determined the

WHTC and effective conductivity for each run using nonlinear regression, as well as

a pseudo-homogeneous 2D heat transfer model. From the results, the authors reported

that the WHTC resistance was highly influenced by the gas conductivity and the foam

shape and weakly influenced by the flow velocity. Further, the authors derived a new

WHTC correlation relating to foam structural parameters (see Table 2.2). The proposed

correlation compared with Edouard et al. (2010) data and reported that even though it’s

a different material, the correlation matches well with Edouard et al. (2010) results.

Dietrich (2013) conducted experiments to evaluate the HTC in various ceramic

sponges at different porosity and pore size. The authors observed a significant impact

of flow velocity and foam geometry properties on heat transfer. Based on the exper-

imental outcomes, the authors correlated the Nu-Re analogy to predict the HTC (see

Table 2.2). Further, the authors adopted the GLE approach (Eq. 2.4) and proposed a

new Nu correlation in terms of non-dimensional pressure drop i.e., the Hagen number

(shown in Table 2.2).

Nu = 0.4038 ·
(

2 · xfriction ·Hg · Pr ·dh
L

) 1
3

(2.4)

Where xfriction denotes the fraction of total pressure drop, L is the characteristic length,

and dh is the hydraulic diameter. In general, the GLE approach was developed to find

heat transfer in packed beds and heat exchangers with the help of pressure drop data.

The author utilised that advantage and proposed a universal correlation for predicting
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heat transfer in ceramic foams with available pressure drop data. Further, Parthasarathy

(2016) also proposed a similar kind of correlation (see Table 2.2) by replacing the ‘L’

with axial mixing length by incorporating the mixing length theory.

Kamath et al. (2013) studied convective heat transfer in a vertical tube that was

filled with aluminium and copper metal foams. The study was conducted using three

different metal foam thicknesses of 10, 20 and 30 mm with the same PPI (10 and 20)

but various porosities, respectively. From the experimental results, the authors observed

that the foam thickness has a significant impact on heat transfer and finally the authors

concluded that copper metal foams were shown to have better heat transfer performance

than aluminium foams by 4 %.

Zafari et al. (2015) investigated numerically fluid flow and heat transfer in open-cell

foams. The authors reconstructed the foam geometry with microtomography images

and performed simulations of a foam having higher porosities of 85-95%. The simu-

lation results reported that the existence of a high thermal gradient at the inlet of the

porous causes density changes in the inlet region, resulting in an acceleration of airflow

up to 1.7 times that of the inlet velocity. In addition, within a short distance, this pro-

cess leads to establishing thermal equilibrium between the foam strut and air. Further,

the authors compared the simulation results with the existing results of experiments and

reported a good agreement. Based on the simulation results, the authors proposed a new

Nu correlation in terms of foam porosity and Re, as shown in Table 2.2. The authors

strictly reported that the proposed correlation is valid within the range of Re as 2-20

and porosities of 85 to 95%.

lin Xia et al. (2017) conducted experiments to analyze heat transfer behaviour in

open-cell foam through forced airflow convection. The authors performed experiments

on various foams materials of Cu, Ni and SiC with different pore diameters and high

porosities (0.87 to 0.97). The foam samples are heated by allowing hot air in the range

of velocity 2.0 to 9.0 m/s. By applying inverse analysis, the authors computed the

VHTC with the help of transient temperature data. The authors noticed that the VHTCs
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increase with a decrease in porosity and decrease as PPI decreases vice versa. Thus, the

experimental results were compared with seven different data available in the literature.

Out of seven data, the author’s experimental data well fits with the correlation of Diet-

rich (2013). Additionally, based on experimental results, the authors proposed a simple

correlation to estimate the VHTCs. The consistency of correlation was examined by

comparing it with the author’s own and other author’s experimental data. Therefore,

the author concluded that the proposed correlation matched reasonably with existing

experimental data with error of ±40%.

Sinn et al. (2021) performed quantitative structure-heat transport analysis on peri-

odic open-cell foams. The authors performed CFD simulations on five different Kelvin-

cell lattice structures. The authors specially focused on the heat generation in a solid

strut. From the simulation results, the authors observed that the strut diameter and ther-

mal conductivity are the dominant structural characteristics to govern heat removal in

periodic open-cell foams. In contrast, the authors also noticed that the cell diameter

does not affect that heat removal, but fluid velocity has a significant influence only on

materials with low solid thermal conductivity. Based on the results, the authors derived

the structural versus heat transport relation that could help to use in catalyst carriers.

Sepehri and Siavashi (2022) presented a pore-scale analysis of fluid flow and con-

vection conduction heat transport in open-cell metal foams. Using the Laguerre–Voronoi

tessellations (LVT) algorithm, the authors constructed geometries with the same pore

density of 20 PPI and different porosities (76.6%, 84.4%, and 93.8%). The snappy-

HexMesh tool was used to build the computational grid. Next, heat transfer and flow

analysis were carried out using the OpenFOAM open-source library and examined the

influence of porosity, foam material, and flow rate. From the pore-scale results, the au-

thors reported that decreased porosity causes subsequent increases in heat transfer and

pressure drop. Finally, the significance of conduction through the porous structure in

the total heat transfer rate was determined by solving problems with and without con-

duction in solid matrix. From that, the authors noticed that the conductive heat transfer
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through the porous matrix significantly affects the total heat transfer rate, particularly

in high Reynolds numbers. Further, the authors validated the numerical results with

existing empirical and experimental data.

2.3.1 Critical review on HTC correlations

The 3-Dimensional and random structure has significantly constrained the experi-

mental research of the HTC for open-cell foams. In the literature, numerous correlations

were reported to estimate the heat transfer in open-cell foams. A few available correla-

tions are listed in Table 2.2. It is observed that few authors (Younis and Viskanta 1993;

Hwang et al. 1995; Kamiuto and Yee 2005; lin Xia et al. 2017) correlated the Nusselt

number as a function of the Reynolds number using a generalized form of power law

i.e., Nu = CRem. On the other hand, few authors adopted the GLE approach (Di-

etrich (2013); Parthasarathy 2016), and others attempted to derive based on geometry

parameters (Bianchi et al. 2013; Zafari et al. 2015; Wu et al. 2011). Besides, few au-

thors Bianchi et al. 2013 proposed to predict wall heat transfer coefficient. It is well

know that these correlations are valid to their respective geometry and, therefore only

somewhat accurate when applied to other porous structures. As discussed previously,

this diversification is mainly observed due to the complexity of foam geometry and

differences in the selection of characteristic lengths.

However, the real porous structures are manufactured using the Schwarzwald pro-

cess (Achenbach 1995; Fu et al. 1998; Ichimiya. 1999; Calmidi and Mahajan 2000b;

Richardson et al. 2003; Kamath et al. 2013; Mancin et al. 2013) etc. But, due to

the complexity of geometry, the manufacturing process is challenging to reproduce the

same structures. For example, in the manufacturing process, even if the same PPI, there

are open pores, closed pores, and partially open and partially closed pores. Due to their

closed and partially closed pores, the specific surface area will get affected, and it leads

to diminishing the efficacy of convective heat transfer. As a result, the foam structure

can affect the flow path, flow structure and the HTC of the porous media.
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Table 2.2: Heat transfer correlations proposed by different authors for open-cell foams.

Authors Characteristic length(CL) Correlation for predicting the heat trasnfer coefficient

Younis and Viskanta (1993) dp Nuv = 0.819 [1− 7.33 (dp/L)] Re
0.36[1+15.5(dp/L)]
d

Hwang et al. (1995) Dp = 20.346(1− ε)ε2/asf hsf =
0.004

(
4ε

dprr ais

)0.35 (
kf
dpar

)
Re1.35

p par Pr1/3, Repar 6 75

1.064
(
kf
dpx

)
Re0.59

par Pr1/3, Repar > 350

Kamiuto and Yee (2005)
ds = 2dnC/

√
π

C = 0.5 + cos [(1/3) cos−1(2ε− 1) + 4π/3]
hvd

2
s/kf = 0.124 (ρfuds/µfPr)0.791

Wu et al. (2011) dCell

Nu = 2.0696 · Re0.438 ·ε0.38

Nu = h·dCell
kF

, Re = u0·dCell
νF

Dietrich (2013) dh = 4ε
Sv

Nu = hsfdh/kf = 0.31 ·Hg 1
3 · Pr 1

3

Bianchi et al. (2013) dC hW =
kf
dC

(
7.18 + 0.029Re0.8

dC

)
; 4 < RedC < 255

Zafari et al. (2015)
√
K NuK = 0.016 + 0.16× ε−3 ×Re0.28

K

Parthasarathy (2016) dh = 4ε
Sv

Nu = 0.17 (Prdh /LdHg)1/3 ,
whereLd = ll

lin Xia et al. (2017) dp Nuv = hvd
2
p/kf = 0.34ε−2 Re0.61

d Pr1/3
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In addition, it is difficult to measure accurate geometrical parameters (such as poros-

ity, pore diameter, specific surface area, and flow tortuosity). To overcome those ambi-

guities, in this study, well-defined structures i.e., ideal and randomized Kelvin structures

are used to study the fluid flow, and heat transfer in detail.

2.4 Scope and objectives of present work

To numerically calculate the fluid and heat transport phenomena in the solid and

the fluid phase together require the exact geometrical description of the solid bounding

phase. The difficulty in describing the solid phase geometry and the requirement of

high computational memory and processing power to solve the conservation equations

within the porous domain necessitated a macroscopic continuum approach to describe

the transport process. The effect of the solid phase on the transport process within the

voids is defined mainly through semi-empirical correlations. The semi-empirical cor-

relations are influenced by the accuracy in which the solid phase geometry is described

and thus affects the accuracy of the continuum approach. However, in the literature,

there have so many correlations available based on randomized porous structures that

are manufactured using processes like the ‘Schwarzwald process”. But it is well known

that these correlations are usually valid only for the investigated geometry and are there-

fore applicable only with reduced accuracy on other porous structures. This is primar-

ily due to the complexity of the inner morphology of open-cell porous foams. In order

to develop accurate generalized semi-empirical correlations for the effective transport

properties, the influence of each and every geometrical property on the fluid and heat

transport properties needs to be studied in detail. In order to perform such analysis,

in this study, well-defined structures i.e., ideal and randomized Kelvin structures (See

Figure 3.3) are used to run simulations of different PPI of 10, 20 and 30, and porosities

(80%, 85%, and 90%) considering various working fluids (air, water & saltwater). The

geometry of these structures is constructed with the aid of in-house code and visual-

ization tool kit (VTK) libraries. By varying the geometrical parameters, the influence
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on pressure drop and heat transfer characteristics between the flowing fluid and solid

phase of foams are investigated. For this reason, the momentum and energy equations

for forced convection in reticulated structures are solved by the standard CFD-FVM

approach. Based on the simulation outcomes, a new correlations are proposed for the

ideal Kelvin structure, and it was compared with numerical and experimental results of

real porous structures that are available in the literature.

2.4.1 Objectives of the present work
1. To develope the micro structure of reticulated porous media based on ideal Kelvin

structure and to discretize the domain to obtain computational grids. To calculate

the flow and heat transfer within the structures with the help of a CFD software.

2. To study the effect of geometric parameters such as pore density, porosity and

specific surface area on the pressures drop, convective heat transfer, longitudinal

dispersion with the help of CFD simulation results.

3. To study the effect of random orientation of the struts on the transport properties

of the reticulated porous media with the help of simulations.

4. Based on the above mentioned studies, the final expected outcome is to develop

generalized nondimensionalized correlations for

(a) Pressure drop (Hagen number as a function of Reynolds number)

(b) Convective heat transfer (Nusselt number in terms of Hagen number and

Prandtl number)

(c) Longitudinal dispersion coefficient (Longitudinal Peclet number in terms of

molecular Pectel number).

2.5 Expected output and outcome of the present work

The research output from the proposed work would be significant in contributing

towards a comprehensive understanding of the effect of reticulated porous structure ge-
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ometry on the transport properties of porous media. The project aims in developing

accurate models to calculate the heat and mass transfer through porous media. Accu-

rate non-dimensional correlations or models would help in studying various applica-

tions where porous media are used and will help in developing efficient engineering

applications such as porous combustors and volumetric solar reactors.

2.6 Closure

A comprehensive literature review on fluid flow and heat transfer in open-cell foams

with existing correlations was reported in detail in this chapter. The scope and ob-

jectives of the present research work were presented at the end of this chapter. The

geometry modelling of the Kelvin structure is explanied in the next chapter.
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CHAPTER 3

GEOMETRICAL MODELLING OF KELVIN

STRUCTURE

In the literature, there are three different approaches available for the calculation of

the heat transfer and pressure drop in porous media. The first one is an experimental

method. The HTC estimated by allowing a stream of hot air/fluid into a metallic/ce-

ramic foam (manufactured) at varying velocity, porosity, and pore density values using

the transient method (Dietrich 2013; Younis and Viskanta 1993; Mancin et al. 2013;

Hwang et al. 2002; lin Xia et al. 2017) and also steady-state method (Calmidi and Ma-

hajan 2000b; Fuller et al. 2005. The second method is like reconstructing the real foams

through computer tomography, or 3D imaging technique, i.e., a digital representation

of physical samples are used to perform numerical solutions (Nie et al. 2017; Diani

et al. 2015; Parthasarathy 2016; Meinicke et al. 2017). The second method is more

economical than the experimental method, but problems persist in accurately represent-

ing the real structure. Finally, the third method is based on computationally constructed

through computer code or using 3D modelling software (Kopanidis et al. 2010; Moon

et al. 2018; Cunsolo et al. 2015; Wu et al. 2011). This method is well suitable for

representing ideal geometry as the real foam geometry as best as possible. However, in

the literature, many idealized foam geometry models are available, such as, cubic cell

model (Ghosh 2009; Lacroix et al. 2007), body centered model, face centered model

(Krishnan et al. 2006), Weaire-Phelan’s model and Kelvin’s tetrakaidekahedra models

(Boomsma et al. 2003; Cunsolo et al. 2015) were used to analyse the pressure drop and

convective heat transfer in open-cell foams numerically. In theory, Wu et al. (2011)

reported that among all existing models, the Weaire-Phelan’s model and Kelvin cell

models are better able to representing prototypical geometries of real porous structures.

Due to the complexity in generating Weaire-Phelan’s model, the authors suggested us-



ing the Kelvin cell model. Similarly, Cunsolo et al. (2015) analysed and compared both

models at equal cell size and suggested that the Kelvin model, which is less compli-

cated than the Weaire–Phelan model, can be employed without compromising accuracy.

Therefore, in this study, reticulated porous structures are modeled using the theoretical

Kelvin model, representing the real porous structures as shown in Figure 3.1. The mod-

eling of geometries are done using an in-house code along with the use of visualization

tool kit (VTK) libraries with the following procedure.

Figure 3.1: Reticulated real and ideal open-cell foam samples

3.1 Procedure to construct Kelvin structure

The Kelvin cell geometry (tetradecahedron) is consists of 14 faces and the vertices

(intersection nodes) are modeled as spheres and the struts as cylinders with the follow-

ing steps.

1.Initially, the struts are generated using vtkTubeFilter (see Figure 3.2b). By defin-

ing the start and end points for the given line and tube radius, the vtkTubeFilter will

generate the tubes around the specified line.

2.Further, the spheres are constructed with the help of vtkSphereSource. It gener-

ates a sphere with a specified radius that is centred at the origin and represented by

polygons (see Figure 3.2a) and also needs to specify the resolution in both latitude (φ)

and longitude (θ) directions. The radius of the spheres is defined 5% larger than the
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radius of the struts.

3.By providing the open porosity as input, the program creates an unit Kelvin struc-

ture. Then the unit Kelvin structure is scaled based on PPI.

4.The pore diameter is calculated from the PPI using the relation dpore = 0.0254/PPI

(Hackert et al. 1996) and a cube that encloses the Kelvin structure is made. The vol-

umes of all the 24 spheres and 36 cylinders are calculated using an initial guess radius.

By equating the solid volume calculated for the enclosing cube with the porosity value,

and the solid volume calculated using the volumes of both cylinders and spheres. The

radius of the struts is found up to a 7 decimal point accuracy using an iterative bisection

method.

5.By providing number of cells as input in all three directions the basic kelvin struc-

ture is mirrored as per input to create ideal reticulated Kelvin structure having requiring

number of cells.

6.The next step is to randomize the ideal structures. In order to mimic the real

structure the idealized Kelvin structure as randomized, but the geometrical parameters

such as PPI, porosity and specific surface areas will be kept same as ideal structures.

This will help in studying the influence of randomization on transport properties.

7.The percentage of randomization is a factor that determines the percentage of

individual Kelvin structures in the array that will be affected by the scale and centroid

factors with respect to the original position. Real structures have a range of pore sizes.

So in order to mimic those conditions, the upper and lower limit of pore sizes can be

specified, and the program assigns a random size in between the aforementioned range

to each pore. Moreover, the percentage of pores that need to be scaled can be controlled.

8.The displacement of the centroids of each pore is similarly governed by the max-

imum and minimum percentage of displacements allowed. A cell is allowed to move

in the voids created if the cell’s size or the size of any of the cells in its vicinity is

reduced. The amount of displacement is restricted according to the percentages men-
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Figure 3.2: (a) Sample sphere constructed in VTK (b) Sample strut constructed in VTK.

tioned. The program assigns random displacement to the centroid from the given range,

and different randomized structures are generated (Ref. Figure 3.3b).

Therefore, the modeled RPS structure of ideal and randomized Kelvin structures

are shown in Figure 3.3. After developing the Kelvin structure, the surface data of each

structure will be imported to a grid generating software to generate the computational

grids. The expected no. of grid points is around 10-40 million for a structure size of

5cm × 2.5cm × 2.5cm. The structures that are created for the study are provided in

Table 3.1.
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(a)

(b)

Figure 3.3: Kelvin modelled porous structures : (a) Ideal Kelvin structure (b) Random-
ized Kelvin structure (both scale and centroid factor)
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Table 3.1: Structures that are considered for simulations

Ideal structure

Pore density (PPI) Porosity

10 PPI
80%
85%
90%

20 PPI
80%
85%
90%

30 PPI
80%
85%
90%

Randomized structure

10 PPI
80%
85%
90%

3.2 Closure

The geometry selection and modelling procedure using a program algorithm were

thoroughly described in this chapter. Further, the constructed computational geometry

was used to analyze pressure drop, dispersion and heat transfer coefficient which are

discussed in the next chapters.
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CHAPTER 4

FLUID FLOW IN RETICULATED KELVIN

STRUCTURE

4.1 Introduction

Looking into the theoretical background, the fluid flow in porous media has a greater

flow resistance in comparison to fluid flow through the channels or tubes of the same

dimension. The first measurement of increase in resistance to the fluid flow through

porous media was experimentally measured by Darcy (1856). Darcy’s experiments

show that flow velocity at low Reynolds number (Re<1), the pressure drop inside a

porous domain is dependent on the geometry of the porous matrix. The pressure drop

equation is given by Darcy
dp

dx
= − µ

K
us (4.1)

Flow at high Reynolds number (Re>1), the inertial resistance can also become signifi-

cant because of the nonlinear behavior of pressure gradient versus flow velocity (Bejan

and Poulikakos (1984)). To account for the increase in pressure drop the inertial term is

added along with the viscous term, then Darcy’s Eq. (4.1) is modified as

dp

dx
= − µ

K
us − cFK−0.5ρus

2 = − µ

K1

us −
ρ

K2

us
2 (4.2)

The last phrase in the Eq. (4.2) is known as the Forchheimer term, and the total equation

is called a Darcy-Forchheimer equation. Where K1 and K2 are termed as permeability

coefficients i.e., the measure of flow conductance in porous media and the drag, respec-

tively. Where, us is the superficial velocity and defined by dividing the volume flow

rate of fluid by total cross-sectional area of the porous domain.



In the literature, the majority of the pressure drop studies (Parthasarathy et al. 2016;

Kumar and Topin 2017; Dietrich et al. 2009; Moreira et al. 2004a; Lacroix et al. 2007;

Liu et al. 2006; Richardson et al. 2000) on reticulated porous structure were carried by

using Ergun correlation.

General Ergun correlation for pressure drop in packed bed is expressed as:

∆p

L
= 150

(
µus

dp
2

)
1− ε2

ε3
+ 1.75

(
ρus

2

dp

)
1− ε
ε3

(4.3)

In packed beds, the correlation of pressure drop is described from the fundamental

theory of friction factor (Ergun 1952; Bird 2002; Dietrich et al. 2009)

f =
∆p

∆x

ε2dh
ρu2

s

= A/Re+B (4.4)

And with Re = ρ · us · dh/ε · µ in Eq. (4.4), the pressure drop equation for RPS is

proposed by Dietrich et al. (2009):

∆p

∆x
= A · µ

εdh
2us +B · ρ

ε2dh
us

2;Hg = A ·Re+B ·Re2 (4.5)

where dh = 4ε
Sv

in Eq. (4.5). A similar pressure drop equation is used by Parthasarathy

et al. (2016):
∆p

∆x
= ζ · µSv

2

ε3
us + η · ρSv

ε3
us

2 (4.6)

where Sv is the specific surface area, ζ and η are the viscous and inertial coefficients

and Eq. (4.6) is the basic equation of Ergun and Orning (1949).

4.2 Problem statement

From the literature review, it was observed that different authors proposed different

kinds of pressure drop correlations with large errors because of the complex shape of

open-cell foam geometry, materials and discrepancies in the selection of open-cell foam

geometry parameters. In this chapter, the ideal and randomized Kelvin structures at
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different poroisties and pore densities are used to study the pressure drop and to seek

the possibility of using the existing correlation (Dietrich et al. 2009) to calculate the

pressure drop in porous media and to compare the results with existing experiments

results of real porous structures.

4.3 Numerical setup and post-processing

4.3.1 Governing equations and boundary conditions

As reported by Diani et al. (2014), to achieve a flow to be fully developed, the do-

main size has to maintain nearly 10 pores in the direction of flow in DPLS. Therefore,

in the present study, the domain size of a minimum 10 and maximum of 15 pores are

maintained in the flow direction to attain a fully developed flow condition. The sim-

ulations are performed using ANSYS CFX solver with the following conditions. The

working fluid is assumed as incompressible air, steady-state and isothermal condition

(298 K) are considered. The flow is calculated by solving the governing equations of

continuity and momentum
∂

∂xj
(ρuj) = 0 (4.7)

∂

∂xj
(ρujuk) = − ∂p

∂xk
+

∂

∂xj

(
µ
∂uk
∂xj

)
(4.8)

where u denotes the superficial velocity in the direction of j or k and x denotes the

Cartesian coordinate direction, p is the pressure, ρ is the density of air, µ stands for the

dynamic viscosity of air. The properties of air are considered at 1 atmospheric pressure

and temperature of 298 K, with density of 1.185 kg/m3 and the dynamic viscosity of

1.8311×10-5 Ns/m2. The governing equations are solved using commercial CFD soft-

ware (ANSY CFX) by finite volume discretization approach with a hybrid interpolation

scheme. The boundary conditions specified in the current work is shown schematically

in Figure 4.1 and is discussed below:

1. The inlet boundary condition defined is uniform velocity at the entry of the
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domain.

2. Static pressure-outlet with zero gradient condition at the exit of the domain.

3. The lateral aspects of the domain is specified with periodic boundary conditions.

4. The interface between the fluid and solid domain is defined by a wall with no-slip

boundary condition.

Figure 4.1: Ideal Kelvin structure’s grid generated using ICEM CFD and imposed
boundary conditions.

Further, the flow conditions are assumed to be laminar for the selected Reynolds

numbers. Della Torre et al. (2014) performed simulations for Reynolds number range

between 0.1 to 1000 with three different modeling approaches like DNS, laminar steady-

state and RANS steady-state with a k-ω SST turbulence model. The authors observed

and reported that pressure drop predictions are same in three approaches and suggested

that the simulations in open-cell foam can be addressed by use of simple laminar flow

for Reynolds number below 1000. In this study, laminar flow models have been used.

4.3.2 Grid independence study

The in-house code generates surface data of the geometries, and the data are im-

ported to a commercial grid generating software (ICEM CFD) to obtain the computa-
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Figure 4.2: Grid independence study for 30 PPI 80% porosity ideal structure at Re=10

tional meshes. In order to reduce the computational time and numerical errors, grid

independence studies are carried out for four different grid sizes (M1, M2, M3 and M4)

at two different Reynolds numbers (750 & 10) shown in Figure 4.2 & 4.3. As the no.

elements are increased in the simulation domain, the difference in pressure drop results

approach the minimum. In Figure 4.2 & 4.3, the pressure drop values are plotted against

no. of elements to check the variation with each grid. Among four grids, M3 and M4

simulation results are independent of the mesh resolution. Looking into M3 & M4, M3

has a fewer number of elements. Therefore, in order to reduce the computational time

in this study, 37 million elements (M3) grids are used for further simulations. Similar

studies has been done for other porous structures.
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Figure 4.3: Grid independence study for 30 PPI 80% porosity ideal structure at Re=750

4.4 Results and discussion

4.4.1 Simulation results

The DPLS analysis are carried out for Reynolds numbers 10, 100, 500 and 750

(within laminar range) and the Reynolds numbers (Re = ρdhus/εµ) are calculated

using the hydraulic diameter (dh = 4ε/Sv) as the characteristics length. As an example,

nondimensionalized pressure profiles along the flow direction are shown in Figure 4.4.

As expected, it can be observe that the pressure drop increases with Reynolds number.

For very low Reynolds numbers, the curve tended down indicating the Darcy regime.

Similar result exhibit in the case of randomized structures shown in Figure 4.5. In

Figure 4.5, the naming is done in the format i-j-k, where i: percentage randomization, j:

scale factor (65: 60-65% and 75: 70-75%) and k: centroid factor (30: 20-30% and 40:

30-40%). Even though there is a rise in the pressure drop with randomization, almost

all cases exhibit a pressure drop in a relatively close range.
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Figure 4.4: Nondimensionalized pressure profiles along the flow field in 30 PPI 85%
porosity ideal structure for different Reynolds numbers.

Figure 4.5: Nondimensionalized pressure profiles for Re=750 for all randomized cases
of 10 PPI 90% porosity (comparison between ideal and randomized structures).
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Figure 4.6: Pressure drop versus velocity for ideal structures at 80% porosity with dif-
ferent PPI.

From Figure 4.6, it is seen that for a constant porosity, the pressure drop increases

with increasing pore density (PPI). This is due to the increase in the specific surface

area with respect to PPI (Ref. Table 4.1), i.e., a higher PPI results in a denser packing

of struts. The pressure drop in the ideal Kelvin structures follows a predictable trend,

where it decreases with increasing porosity as in Figure 4.7. This effect is primarily

due to the reduction in the strut diameter (dstrut), which caused a decrease in specific

surface area when the porosity is increased, keeping PPI constant. The same effect of

porosity on the specific surface area is the reason for the reduction in pressure drop,

even in the case of randomization (Ref. Figure 4.8). It was observed that for low-

velocities, the pressure drop is linear with respect to flow velocity i.e., Darcy regime.

But for higher velocities, it becomes nonlinear and following the second-order polyno-

mial (i.e., quadratic behavior) because of the transition of the regime from Darcy regime

to Darcy –Forchheimer regime.
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Figure 4.7: Pressure drop versus velocity for ideal structures at 30 PPI with different
porosities.

Figure 4.8: Pressure drop versus velocity for randomized structures at 10 PPI with
different porosities.
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As expected, the pressure drop trends in ideal structure are same as like real struc-

tures that are available in the literature (Parthasarathy et al. (2016); Kumar and Topin

(2017); Dietrich et al. (2009);Moreira et al. (2004a); Lacroix et al. (2007); Liu et al.

(2006); Richardson et al. (2000)). When the Kelvin structure was randomized by scale

and centroid factor, it clearly seems to increase pressure drop along with the percentage

of randomization (Ref. Figure 4.9) (The percentage of randomization is explained in

section 2). From Figure 4.9, it is observed that even if same porosity and PPI is main-

tained in both ideal & randomized structures, there is a change in pressure drop due to

randomization. The specific surface areas of the all structures are maintained to have

nearly the same value. (Ref. randomization structure tables in appendix I.4).

Figure 4.9: Comparison of pressure drop between ideal and randomized structures at
10 PPI 90% porosity.

Figure 4.10, shows the comparison of velocity vector contours between ideal and

randomized structures with same porosity 90% and pore density (10 PPI) at Re=750.

As expected, due to randomization the flow velocity attained higher velocity at nar-

row passages and preferential flow takes placed in large passages. Similarly, in Figure
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4.11 the pressure contours are plotted and compared between ideal and randomized

structures. In Figure 4.11b, higher pressure drop caused due to randomizing the strut

geometry and stagnation areas are seen in front of the open-cell foam struts. Figure

4.12, shows that streamlines for the random structure and are wriggling in nature and

for the ideal structure, they are smooth in nature. It shows that there are high-velocity

fluctuations in the case of the random structure whereas flow is smooth in the ideal

structure, which concludes that higher pressure drops for the randomized structure is

inevitable.

4.4.2 Determination of permeability, drag coefficient and Ergun

constants for ideal Kelvin structure.

The permeability (K) and drag coefficients (CF ) are determined by comparing co-

efficients in Eq. (4.6) and Eq. (4.2). One obtains ζ = ε3/Sv
2K and η = ε3cF/SvK

0.5.

While comparing Eq. (4.5) and Eq. (4.6), it was noticed that A = 16ζ and B = 4η.

Thus, the constants A and B are calculated by fitting the DPLS Hagen number results

into Hagen number correlation Eq. (4.5), through minimizing the RMSD (Root mean

square deviation).

RMSD = 10RMSD(ELOG) − 1;ELOG = log(Hgcalc)− log(Hgsim) (4.9)

Where, Hgsim represents simulated Hagen number with simulated pressure drop results

i.e., Hgsim = (dp/dx)(dh
3/ρν2) and Hgcalc represents calculated values using correla-

tion Eq. (4.5). The values of A & B are found to be 130.29 & 0.99, respectively for the

least RMSD of 9.22%. Therefore, the values of ζ = 8.14 and η = 0.24 are calculated

by using A & B constants. However, these values are independent of the geometrical

properties (porosity, PPI and specific surface area) of the porous structures, which is the

basis behind the possibility of generating a correlation for calculating pressure drop in
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(a)

(b)

Figure 4.10: a) Ideal Kelvin structure (b) Randomized Kelvin structure [70-65-40] ve-
locity vector contour plots on a 2-D cut plane with same porosity 90%, pore density 10
PPI and Re= 750.
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(a)

(b)

Figure 4.11: a) Ideal Kelvin structure (b) Randomized Kelvin structure [70-65-40] pres-
sure contour plots on a 2-D cut plane with same porosity 90%, pore density 10 PPI and
Re= 750.
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(a)

(b)

Figure 4.12: Streamlines: (a) Ideal Kelvin structure (b) Randomized Kelvin structure
[70-65-40] with same porosity 90%, pore density 10 PPI and Re= 750.
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Table 4.1: Pore densities, porosities, specific surface area, permeability and drag coef-
ficient of ideal structures.

Pore
density
(PPI)

Nominal open
porosity(%)

Specific
surface
area [m-1]

Permeability
K (m2)

Drag
con-
stant cF
(-)

10 PPI

80 1369 3.36 × 10-8 0.1212
85 1257 4.67 × 10-8 0.112
90 1069 7.74 × 10-8 0.102

20 PPI

80 2722 8.33 × 10-9 0.122
85 2470 1.21 × 10-8 0.112
90 2123 1.97 × 10-8 0.102

30 PPI

80 4110 3.68 × 10-9 0.122
85 3774 5.25 × 10-9 0.111
90 3192 8.69 × 10-9 0.102

porous media. The pressure drop Eq. (4.5) can be re-written as follows

dp

dx
= 130.29 · µ

εdh
2us + 0.99 · ρ

ε2dh
us

2;Hg = 130.29 ·Re+ 0.99 ·Re2 (4.10)

From the values of ζ and η, the permeability (K) and drag coefficients (CF ) are calcu-

lated. As expected, it can be observed that the permeability increases with increasing

porosity and drag effect decreases with increasing porosity (Ref. Table 4.1).

4.4.3 Comparison of present simulation results with correlation pro-

vided in the present work.

Figure 4.13 shows the DPLS results of dimensionless pressure drop (Hagen number)

versus Reynolds number of the ideal Kelvin structure of various PPI and porosities with

Eq. (4.10). It is observed that all data (irrespective of PPI and porosity) fall on a single

line. The RMSD between the present correlation Eq. (4.10) (A=130.29 & B=0.99) and

the DPLS results is 9.22%. It clearly shows that the correlation (Eq. 4.10) developed in

this work is matching with the DPLS results. Even if the structures are randomized as
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Figure 4.13: Hagen number versus Reynolds number of ideal Kelvin structures com-
pared with present correlation (Eq. 4.10) at different porosities and pore densities.

shown in Figure 4.14 (irrespective of randomization, scale factor, and centroid factor),

the Hagen number relation follow as single line tracking Eq. (4.10) and have a RMSD

of 10.46%. In Figure 4.13, the ideal structures’s DPLS results of 10, 20 & 30 PPI

are exactly following Hagen number relation with no detectable deviation. So, in the

randomization case, the simulations are performed only for 10 PPI to study the effect

of randomization.

Figure 4.15 shows the relation between DPLS and correlated pressure drop results

of ideal Kelvin structures having constant porosity 80% with different pore densities

(10, 20 and 30 PPI). It is seen that the calculated pressure drop values with Eq. (4.10)

matches well with the DPLS pressure drop results. Figures 4.16 shows that even if the

structures are randomized with different scale and centroid factors, the correlation Eq.

(4.10) matches well with the DPLS results.
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Figure 4.14: Hagen number versus Reynolds number for randomized Kelvin structures
compared with present correlation (Eq. 4.10) at different porosities and pore densities
(scale factor:65%, centroid factor:40%).

Figure 4.15: Comparison of pressure drop results between DPLS and Eq. (4.10) at 80%
porosity of different ideal Kelvin structures.
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Figure 4.16: Comparison of pressure drop results between DPLS and Eq. (4.10) at 10
PPI 90% porosity of ideal & randomized structures.

4.4.4 Comparison of present correlation with DPLS results of real

structures.

Figure 4.17 shows a comparison of pressure drop between present correlation (Eq.

4.10) versus real open-cell foams DPLS results of Parthasarathy et al. (2016). From

Figure 4.17 it is noticed that around 91% of the pressure drop values of the present

correlation (Eq. 4.10) in comparison to the DPLS results of real structures lie within a

relative error of 7%. The investigation is done for Reynolds number within the range of

10 to 1000 and 10, 20 & 30 PPI at 80% and 85% porosities (Parthasarathy et al. 2016).

Using the constants (A=129.6 and B=1.24) provided by Parthasarathy et al. (2016)

in Eq. (4.10) and comparing it with their own simulation results provided RMSD value

of 17.64%. Using the same foam properties, DPLS results and comparing it with the

constants (A=130.29 and B=0.99) in Eq. (4.10) reduced the RMSD to 5.7%. This is

considerably less than the RMSD of 17.64%. Figure 4.18 shows that all DPLS results of

Parthasarathy et al. (2016) follow the trend of the present correlation. This indicates that

the correlation developed in this study fits well with DPLS results of the real structures.
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Figure 4.17: Comparison of pressure drop values calculated using Eq. (4.10) with
DPLS results of real structures (10, 20 & 30 PPI Al2O3 open-cell foams at 80% poros-
ity).

Figure 4.18: Hagen number versus Reynolds number (DPLS results of real structure vs
present correlation).
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4.4.5 Comparison of present correlation with experimental results

of real structures.

Figure 4.19 & Figure 4.20 (ceramic open-cell foams) show a comparison of pressure

drop between values calculated using Eq. (4.10) and that of experiments by Dietrich

et al. (2009) and Inayat et al. (2011a). It can be observed that there is a good agreement

between experimental pressure drop results with correlation provide in this study. From

Figure 4.19, it is noticed that around 76% of pressure drop values from Eq. (4.10) lie

within a relative error of 13%. Similarly from Figure 4.20, around 81% of pressure drop

values lie within a relative error of 12%.

Figure 4.21 & Figure 4.22 (for metal open-cell foams) show a comparison of pres-

sure drop between Eq. (4.10) and experimental results of Du Plessis et al. (1994) with

water and glycerol as working fluid in high porosity metallic open-cell foams. It is seen

that even for high porosities and pore densities, the developed correlation Eq. (4.10)

successfully predicts the pressure drop in open cell foams. From Figure 4.21, it is

noticed that nearly 88% of pressure drop values lie within a relative error of 12%. Sim-

ilarly from Figure 4.22, around 75% of pressure drop values lie within a relative error

of 15%. Thus it could be concluded that, the pressure drop in open-cell foams (ceramic

or metallic) can be predicted to a very satisfactory level with Eq. (4.10). In most cases,

the predicted values have a mean relative error value less than 15%.

Incera Garrido et al. (2008), Dietrich et al. (2009), Mancin et al. (2010), Inayat et al.

(2011a), and Dukhan (2006) used air as a working fluid and Moreira et al. (2004a) used

water as a working fluid. Du Plessis et al. (1994) conducted experiments by using

both water and glycerol as a working fluid. The correlation provided in this study Eq.

(4.10) is used to calculate pressure drop values with geometrical parameters provided by

authors (Ref. Table 4.2) and are compared with the respective experimental results are

shown in Figure 4.23. It is observed that irrespective of working fluid all experimental

data followed Eq. (4.10).
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Figure 4.19: Comparison of pressure drop values calculated using Eq. (4.10) with
experimental results of real structures (20, 30 & 45 PPI Alumina ceramic open-cell
foams with total porosities 80.8, 80.6 and 80.8%, respectively).

Figure 4.20: Comparison of pressure drop values calculated using Eq. (4.10) with
experimental results of real structures (10, 20 & 30 PPI SSiC ceramic open-cell foams
with total porosities 87.8, 89.6 and 88.5%, respectively).
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Figure 4.21: Comparison of pressure drop values calculated using Eq. (4.10) with
experimental results of real pore structures (45, 60 & 100 PPI Ni metallic open-cell
foams with total porosities 97.8, 97.5 and 97.3%, respectively).

Figure 4.22: Comparison of pressure drop values calculated using Eq. (4.10) with
experimental results of real pore structures (45, 60 & 100 PPI Ni metallic open-cell
foams with total porosities 97.8, 97.5 and 97.3%, respectively).
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Figure 4.23: Comparison of experimental pressure drop results with calculated pressure
drop using Eq. (4.10).

The general correlation (Eq. 4.5) developed by Dietrich et al. (2009) with con-

stants, A = 110 and B = 1.45 in comparison with the results shown in Figure 4.19

have a RMSD of 21%. While the Eq. (4.10) in comparison to the same experimental

data provides an RMSD of 12.79%, which is considerably less than 21%. Similarly,

the RMSD error was checked for other experimental results of other authors (Ref. Ta-

ble 4.2), it is noticed that the RMSD values lie within the ±40%. But with the results

of Moreira et al. (2004a) the RMSD is around 61%. The reason might be due to the

deviation in the geometrical data provided by the author in comparison with other au-

thors, it is noticed that for the same PPI, the specific surface area was approximately

two times high (Ref. Table 4.2). For this reason the results of Moreira et al. (2004a) are

not considered for further comparison. As reported by Dietrich (2012), the high spe-

cific surface area is usually caused by the anisotropy of structure as well as due to the

presence of closed pores and it also depends on manufacturing processes. In this study,

it can be identified , even with a minor change in the specific surface area there is a

greater change in pressure drop. Which shows that the measurement of the geometrical
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Figure 4.24: Hagen number versus Reynolds number between experimental results of
real porous structures and present study correlation.

properties is very important and they should be as precise as possible.

Furthermore, for validation of the current model, the non-dimensional form of Ha-

gen number versus Reynolds data was plotted in Figure 4.24. The graph plotted to

compares experimental results available in the literature with the correlation (Eq. 4.10).

It can be viewed that all experimental values follows the Eq. (4.10) within a RMSD of

±40% over a wide range of Reynolds numbers. It seems there is a good consistency be-

tween the present correlation against experimental results. Thus, it is concluded that the

correlation developed for the reticulated Kelvin structure (ideal) is also suitable for real

porous structure (non-ideal) within a range of 10−1 < Re < 1000 at higher porosities

(>75%).
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Table 4.2: Comparison of RMSD values between the correlated Hagen number and
experimental investigations (few of the authoress’s specific surface area values collected
from Dietrich 2012).

Author

Reference

Foam

mate-

rial

Fluid PPI Total

porosity

Sv

[m-1]

Re RMSD

Parthasarathy et al. (2016)

(DPLS results)
Al2O3

Air

10 0.82 577.5

10-1000 5.70%
20

0.82 900.9

0.845 996.3

30
0.822 1264.9

0.847 1214.6

Dietrich et al. (2009) Alumina Air

20 0.808 1204

100-1000 12.79%30 0.806 1402

45 0.809 1884

Inayat et al. (2011a) SSiC Air

10 0.878 651

400-1500 10.30%20 0.896 876

30 0.885 1122

Du Plessis et al. (1994) Ni

Water

45 0.978 2750

10-240 8.96%60 0.975 3925

100 0.973 8451

Glycerol

45 0.978 2750

0.2-12 22.01%60 0.975 3925

100 0.973 8451

Dukhan (2006) Alumina Air

10 0.919 790

100-1000 29.65%20 0.924 1200

40 0.923 1800

Mancin et al. (2010) Alumina Air

10 0.934 736

100-1000 35.82%20 0.932 1169

40 0.93 1721

Moreira et al. (2004a) Al2O3 Water
8 0.94 1098

10-1000 61.20%
20 0.88 2150

Incera Garrido et al. (2008) α-Al2O3 Air 20 0.777 1290 100-1000 39.12%
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4.5 Conclusion

In this chapter, the numerical study of pressure drop within the reticulated ideal &

randomized Kelvin structures were investigated. The 3D open-cell foam geometries for

the analysis were constructed using an in-house code along with the use of visualization

tool kit (VTK) libraries. In this study, ideal and randomized Kelvin structures geome-

tries with different porosities (80%, 85%, and 90%) and pore densities (10, 20, and 30

PPI) were generated. The grid geometries had been used to perform direct pore level

simulations (DPLS) with the aid of commercial CFD software (ANSYS CFX). For each

of the structures, the simulations were performed for four different Reynolds numbers,

i.e., Re 10, 100, 500, and 750. From the results of numerical simulations, a parametric

study was conducted to verify the influence of geometrical parameters on pressure drop.

Based on the parametric study, some of the observations were noted as follows.

1. The pressure drop increased with increasing pore density and velocity. This pore

density effect is mainly due to an increase in the specific surface area with respect to

pore density, i.e., higher pore density results in a denser packing of struts.

2. The increase in porosity leads to decrease the pressure drop for a given pore

density. This effect was primarily due to the reduction in strut diameter, which caused

a decrease in specific surface area when porosity increased. A similar effect of porosity

was noted even in the randomized Kelvin structure.

3. Based on simulation results, a pressure drop correlation was proposed similar

to that of the Ergun-type equation. The permeability and drag coefficient values were

determined from the values of new viscous and inertial coefficients. As expected, for

high porosity, the permeability increased and the drag effect decreased, respectively.

4. Furthermore, the proposed correlation was validated by comparing it with several

experimental results of literature data, and it showed that all experimental values follow

the Eq. (4.10) within a RMSD of ±40% over a wide range of Reynolds numbers.
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5. Finally, it was concluded that the correlation was able to predict the pressure drop

in open-cell foams within a range of 10−1 < Re < 1000 at higher porosities (>75%).

4.6 Closure

The methodology adopted for calculating the pressure drop in open-cell foams was

explained in detail in this chapter. From the simulation results, A new pressure drop

correlation was proposed and validated with available experimental results. Further,

with the same structures, dispersion simulations are presented in the following chapter.
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CHAPTER 5

LONGITUDINAL DISPERSION IN RETICULATED

KELVIN STRUCTURE

5.1 Introduction

In a porous medium, dispersion theory describes the qualitative and quantitative

behavior of miscible fluids displacing one another. When a miscible fluid displaces

another, it tends to mix with the displaced fluid; as a result, the mixing zone expands as

the displacement process moves along (Ref. Figure 5.1b). This mixing and spreading

of the injected fluid is referred to as ”hydrodynamic dispersion”. The terms dispersion

and diffusion are related concepts. However, dispersion occurs at a macroscopic level

when fluid flow facilitates the mixing of the tracer molecules with the fluid molecules.

But diffusion occurs at the molecular level and it happens when the tracer molecules

move randomly across the fluid due to the existence of a tracer concentration gradient.

As an illustration, imagine a porous material enclosed in a cylindrical tube and

saturated with clean water. A chemical liquid compound combined with water is fed

into the tube at time zero with a concentration of YO. The injection rate is maintained

constant, the fluid direction is linear, and no physico-chemical interaction is presumed

between the fluids and the solid. At time zero, the profile of concentration is a step

function zero (see Figure 5.1a). While increasing time, the concentration of injected

fluid varies; as a result, the mixing zone develops and expands as the displacement

process moves along, and its concentration profile typically resembles an S-curve see in

Figure 5.1. It is a classic dispersion effect, and its quantification gives rise to different

dispersion equations.

In the past studies, several researchers investigated the dispersion employing packed



Figure 5.1: (a) Evolution of the transition zone with time (adopted from Fried 1975) (b)
mixing and spreading of tracer concentration

bed type porous media. From that, Taylor (1953) quantified the dispersion theory at first

and concluded that the spreading of tracer fluid could be characterised with the aid of

an ‘apparent diffusion coefficient’. Later Aris and A (1956) added the molecular diffu-

sion effect to Taylor’s expression for ’dispersion coefficients’. In general, the relation

between molecular diffusion and hydrodynamic dispersion of spreading the tracer is

defined by the Peclet number, Pem = ud/Dm, where ‘u’ represents the pore velocity,

‘d’ is the characteristic length of the porous domain and Dm denotes the molecular dif-

fusion coefficient. A higher Peclet number indicates greater hydrodynamic dispersion.

Carbonell and Whitaker (1983) presented an advection-dispersion equation by volume

averaging in porous media

φ
∂Y

∂t
+∇.(φuY ) = ∇.(φD.∇Y ) (5.1)

Where ‘Y’ denotes the concentration of tracer, φ stands for volume fraction of fluid,

and ‘D’ represents the hydrodynamic dispersion tensor. According to Boon et al.
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(2000), hydrodynamic dispersion is similar to the process of turbulent diffusion, in

which porous struts acts as eddies to spread the flow. Delgado (2006) reviewed the

dispersion in porous media by analysing the data from several investigations that are

available in the literature. In detail, the author discussed the effect of various fluid prop-

erties and geometries on the dispersion behavior of porous media. Further, Delgado

(2007) proposed an empirical correlation to calculate axial and transverse dispersion

coefficients for liquid and gaseous flow. Instead of using the typical representation of

the ratioDL/DM as a function of Pem, the author used to define the macroscopic Peclet

number in the axial direction PeL = ud/DL as a function of Pem. For gaseous flow,

at high Pem(>60), a constant value of PeL = 2 can indicate the data for beds with

spherical elements in good agreement.

5.2 Dispersion in RPS

Its well known, RPS are attractive materials defined by higher porosity, lightweight,

excellent mixing capabilities and provide minimal pressure drop in contrast to conven-

tional packing materials (packed beds/monoliths). It consists of disordered and inter-

connected solid phases with continuous void/fluid space. Consequently, it provides a

tortuous flow path and leads to augmental mixing and heat/mass transfer. Because of

these good mixing properties, these are essential materials for natural and industrial

processes such as groundwater treatment, pollutant filters, secondary oil recovery, va-

porizers and heat-exchangers (Maier et al. 2002). In addition, they have been employed

as catalyst supports in fixed-bed reactors because of their large specific surface area

(Giani et al. 2005; Lucci et al. 2014). In light of the above applications, it is essential to

analyse dispersion in porous media. This study intends to characterise the longitudinal

dispersion coefficient (LDC) in ideal and randomized Kelvin structures using DPLS.
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5.3 Problem statement

In the literature, plenty of data exists for the dispersion coefficient in packed beds,

where porosity is possible at lower than 45% and noticed very rare data available for

high porosity(>90%). In general, high porosity exist in real porous structures like open-

cell metallic/ceramic commercial foams, and suppliers do not usually provide such in-

formation about dispersion. This is because the dispersion is mainly influenced by

the internal structure of the porous geometry, and it is unable to be defined without

considering structural parameters. Thus, this research aims to calculate the effective

longitudinal dispersion coefficients in highly porous reticulated open-cell foam struc-

tures. In this chapter, parametric CFD studies are performed on Kelvin cell structures,

and are used to understand the influence of geometrical parameters on dispersion. For

that, DPLS is performed for the same structures that are used in pressure drop study

of porosities (80%, 85%, and 90%) and PPI (10, 20, and 30 PPI) through CFD-FVM

method. Based on the parametric study, a modified characteristic length correlation is

developed to evaluate the longitudinal Peclet number(PeL), and it was validated with

numerical & experimental data of packed beds and real porous foams that are published

in the literature.

5.4 Numerical setup

In the numerical simulations, the working fluid is chosen as air and assuming that

air is a Newtonian fluid with a fixed density ’ρ’. While considering the un-steady flow

condition, the simulations are performed by solving mass and momentum equations:

∂ρ

∂t
+

∂

∂xj
(ρuj) = 0 (5.2)

∂

∂t
(ρuk) +

∂

∂xj
(ρujuk) = − ∂p

∂xk
+

∂

∂xj

(
µ
∂uk
∂xj

)
(5.3)
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where p is the pressure, µ denotes the viscosity of mixture, and uj and xj represent

velocity and Cartesian coordinates in the j-direction, respectively. The boundary condi-

tions are defined as constant velocity at the inlet and specified static pressure with zero

gradient conditions at the outlet. The side surfaces are defined with periodic boundary

conditions, and structure surfaces are defined as a wall with no-slip boundary condi-

tions. In addition, flow conditions are considered to be laminar for the defined Reynolds

numbers and no turbulence models have been discussed in this study.

In order to acquire computational grids, Kelvin cell geometries are imported into

commercial meshing tool (ICEM CFD). The resulting grids have 12-37 million tetrahe-

dral cells and 2-7 million grid points. One of the sample of final grid is shown in Figure

5.2. The flow calculations are solved using conventional CFD-finite volume discretiza-

tion (using ANSYS-CFX solver) with a bounded linear approach, and convergence cri-

teria have been set at 10−6. In addition, to achieve a fully developed flow, the geometry

length is maintained maximum of 15 pores in the of flow trajectory, respectively.

Figure 5.2: Final grid sample of 30 PPI 80% porosity.

5.4.1 Numerical procedure

In this work, steady-state simulations are performed initially for each structure with

a stationary flow of air. Later, a transient computation is carried out by employing

the converged stationary solution as the initial condition, where the entering fluid is

abruptly switched from air to tracer air with air-like qualities and with Dm = 1.3 ×
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10-5m2/s. Then the tracer air is transported through the porous structure by convection

and diffusion.

In order to determine effective LDC, the 3-Dimensional mixture fields are reduced

into 1-Dimensional ones by averaging mass flow over N cross-sectional planes.

Y (xk, t) =

G∑
i=1

(Yi(t).ρuiAi(xk))

G∑
i=1

ρuiAi(xk)

(5.4)

Y (xk, t) indicates the mass flow avg. tracer concentration at the Kth plane at the loca-

tion xk and time t, ρuiAi(xk) denotes the mass flow in the ith grid cell of the plane, G

denotes the no. of grid cells and Yi(t) represents the tracer concentration value in the

ith grid cell at time t. Through this procedure, the 1-Dimensional dispersion field in

time can be determined from the the 3D simulations. Figure 5.3 depicts the locations of

surfaces where the tracer mass fraction is constant Y = 0.5 at different flow times. The

methodology used in this study is similar to that of Maier et al. (2002) & Parthasarathy

et al. (2013), where tracer species mass fraction profiles are used to calculate the dis-

persion coefficients. In contrast to an identical approach employed in Hackert et al.

(1996) and Pereira et al. (2005). In this study, the LDC was estimated through a abrupt

jump in concentration at the entry of the flow domain. Further, the transient transport

of concentration jump through advection and diffusion is analytically defined with the

avg. flow velocity (x′ = x− u.t) by Fick’s law

∂Y

∂t
= D.

∂2Y

∂x′2
(5.5)

where D is the dispersion coefficient, and Y represents the tracer concentration, respec-

tively. The analytical solution of the above equation is defined as

Y = 1− erf
(

x′

2
√
D.t

)
(5.6)
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Figure 5.3: Constant tracer concentration at Y = 0.5 (light gray) pass on into a foam
geometry (dark gray).

As an illustration, in Figure 5.4, the computed mass fraction profiles for the dispersion

in both ideal and randomized Kelvin structures of 30 & 10 PPI 80% are shown at dif-

ferent time step intervals. Further, considering the gradient of concentration profiles

(∂Y/∂x), it is easy to determine the effective LDC.

∂Y

∂x
= − 2

2
√
πD.t

exp

(
− x′2

4tD

)
(5.7)

Here, the simulated gradient of concentration is assumed to be Gaussian type, and

then the LDC is calculated by fitting one of the simulation results to a width of the

analytical solution’s gradient curve, which is approximated by a CDS

∂Y (x, t)

∂x
=
Y (xk+1, t)− Y (xk−1, t)

(xk+1)− (xk−1)
(5.8)

In Figure 5.5, five selected instantaneous of the tracer mass concentration gradient

profiles are shown for the dispersion in ideal and randomized Kelvin structures.

Further, to evaluate LDC, the analytic solution gradients are fitted to the simulated

gradients by means of variance σ2 = 2tDL, i.e., the width of the Gaussian function
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(a)

(b)

Figure 5.4: Instantaneous tracer concentration profiles at 5 time steps (a) Ideal structure
of 30 PPI and 80% porosity (b) Randomized structure of 10 PPI and 80% porosity.
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(a)

(b)

Figure 5.5: Instantaneous tracer concentration gradient profiles at 5 time steps (a) Ideal
structure of 30 PPI and 80% porosity (b) Randomized structure of 10 PPI and 80%
porosity.
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Eq. (5.7) must be modified to account for the second Moment σ2
sim of the simulated

gradient, then it leads to the results in

DL(t) =
σ2
sim(t)

2t
(5.9)

Therefore, In order to calculate the time-dependent variances σ2
sim, It is necessary

to assess the concentration gradient profiles’ first and second moments.

xsim(t) =
N∑
k=1

(
∂Y (xk, t)

∂x
.xk(t).

xk+1(t)− xk−1(t)

2

)
(5.10)

σ2
sim(t) =

N∑
k=1

(
∂Y (xk, t)

∂x
.(xk(t)− xsim(t))2.

xk+1(t)− xk−1(t)

2

)
(5.11)

As an example, Figure 5.6a and b show the first (xsim(t)) and second moments (σ2
sim(t))

respectively for the ideal and randomized structures besides the resulting LDC DL(t)

as a function of time. It is noticed that after a short interval of time (0.3 ms), both ideal

and random structures reach an almost constant value.

5.5 Results and discussions

5.5.1 Simulation results

In order to assess the longitudinal dispersion coefficient, in this study, high porosity

reticulated structures of ideal and randomized Kelvin structures are used. The DPLS

is carried out for various foam structures of various porosity, PPI and flow rates at

Re of 10, 100, 500, and 750. Figure 5.7 (a-c) illustrates the effect of flow rate and

porosity on the DL/Dm ratio of ideal and randomized Kelvin structures. In general, it

is observed that for the same PPI, the DL/Dm ratio increases with decreasing porosity.

Due to reduction in porosity; the pore-scale model shows greater velocity fluctuations,

resulting in greater mixing in the pores. In addition, it is also noted that the LDC

increases with increasing the fluid velocity. This is presumably due to mixing occurring
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(a)

(b)

Figure 5.6: Dispersion coefficients and the time evolution of the mass fraction gradients
(a) Ideal structure of 30 PPI and 80% porosity (b) Randomized structure of 10 PPI and
80% porosity.
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more readily when fluid velocity increases due to more pore velocity variations. i.e.,

while increasing fluid velocity in porous media, the velocity fluctuations are high due

to the high drag experienced by the carrier fluid from the cylindrical struts. When pore

velocity is small, velocity variations within the pores are also small, and mixing takes

place mainly due to the result of diffusion. A Similar kind of trend is observed in the

literature (Parthasarathy et al. 2013; V. Chandra et al. 2019; Garmeh et al. 2009).

Similarly, Figure 5.8 plotted the effect of PPI on the longitudinal dispersion coef-

ficient. It can be seen that for the same porosity, the LDC decreases while increasing

pore density. It is mainly due to a reduction in pore diameter while increasing PPI. In

the literature, Hutter et al. (2011) and Parthasarathy et al. (2013) reported the same kind

of trend in real porous structures.

In order to investigate the randomization effect, a comparison is made between ideal

Kelvin structures and randomized Kelvin structures, as shown in Figure 5.9. In contrast

to ideal structures, the LDC increases in randomized structures even if maintaining

the same PPI and porosity (maintained similar flow conditions and Sv for the both

structures).

In packed beds, it was noted that the longitudinal dispersion primarily depends on

the particle packing shape irrespective of the particle size. Therefore, this dependence

on particle packing form in packed beds implies that there may be a substantial variation

in the longitudinal dispersion between packed beds and open-cell foams. In Figure 5.10,

the ratio of calculated DL/Dm results versus the molecular Peclet number of present

work is plotted and compared with data of packed beds and real porous structures. It

can be seen that the DL/Dm ratio of both ideal and randomized Kelvin structures fol-

lows a linearly increasing trend similar to that of packed beds, but small ratio values are

noticed. Taylor (1953) and Prausnitz (1958) explained the reason that in porous media,

when a fluid element comes into contact with a solid obstacle in its flow direction, it

undergoes radial mixing as a result of lateral movement. To avoid that solid structure,

the fluid is compelled to follow a long circuitous route. During the process, the fluid
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element enters a region with different longitudinal velocities, causing longitudinal dis-

persion as a result of radial mixing as well as lateral velocity gradients. In the case

of Kelvin structures, the strut diameter is very small (see Table 5.1) and allows less

fluid to move laterally compared to a packed bed structure. Therefore, less longitudinal

dispersion is found in the Kelvin structures.

Figure 5.11 contains the plots of DPLS results where the longitudinal dispersion as

a function of molecular Peclet number of different foam structures used in this study.

Similar to packed bed structures, Kelvin structures have linearly increasing longitudinal

dispersion values with increasing molecular Peclet numbers. In this study, strut diame-

ter is used as a characteristic length to determine the Peclet number. The strut diameter

and geometrical properties of of particular structures are shown in Table 5.1.

In a porous media, dispersion is caused by two main mechanisms: one is molecular

diffusion, and the other one is mixing arising from channel flow. When Peclet numbers

are low, the former will be more significant, and when Peclet numbers are high, the latter

will be more important. But, in the intermediate zone, both mechanisms will contribute

an important role. Most of the studies in packed beds reported that (Delgado 2006,

Delgado 2007; Edwards 1968; Evans and Kenney 1966; Perkins and Johnston 1963;

Hiby 1962 ) at low Pe number, the contribution of longitudinal mixing is diminished by

virtue of the tortuous nature taken by fluid particles. Thus, the LDC (DL) is dependent

on molecular diffusivity (Dm) by Eq. (5.12). Where τ defines the tortuosity

DL =
Dm

τ
(5.12)
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(a)

(b)
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(c)

Figure 5.7: (a) & (b) Ideal & randomized structure of 10 PPI with different porosities (c)
Comparison of longitudinal dispersion coefficient with porosity and molecular Peclet
number.

Figure 5.8: Ideal Kelvin structures of 10, 20, 30 PPI with constant (90%) Porosity.
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Figure 5.9: The LDC Comparison of ideal and randomized Kelvin structures at 10 PPI
80% porosity.

Figure 5.10: Longitudinal dispersion between Kelvin structures vs packed beds (
gaseous flow data adopted from Delgado 2006).

88



Table 5.1: The simulated LDC results of various structures used in this study.

Structure
name

Open
porosity
[-]

strut
dia[m]

Sv
[m-1]

Pem DL/Dm PeL

IDEAL 10 PPI 80% porosity 0.8006 0.000502 1369.806

1.68 1.12 1.49
16.78 13.74 1.22
83.92 139.38 0.60

125.89 214.59 0.59

IDEAL 10 PPI 85% porosity 0.8438 0.000425 1257.771

1.33 1.12 1.19
13.25 10.46 1.27
66.28 104.32 0.64
99.42 172.56 0.58

IDEAL 10 PPI 90% porosity 0.8957 0.000339 1069.004

0.92 1.12 0.82
9.21 8.66 1.06

46.04 69.07 0.67
69.05 94.97 0.73

IDEAL 20 PPI 80% porosity 0.7946 0.000251 2722.175

1.67 1.14 1.47
16.71 14.34 1.17
83.54 131.89 0.63

125.31 204.02 0.61

IDEAL 20 PPI 85% porosity 0.8433 0.000212 2470.175

1.30 1.14 1.14
12.98 9.92 1.31
65.52 95.20 0.69
98.36 168.74 0.58

IDEAL 20 PPI 90% porosity 0.8968 0.000169 2123.001

0.91 1.14 0.80
9.15 7.14 1.28

45.76 58.23 0.79
68.65 87.84 0.78

IDEAL 30 PPI 80% porosity 0.7969 0.000167 4110.683

1.67 1.15 1.46
16.74 14.35 1.17
83.72 133.83 0.63

125.58 214.94 0.58

IDEAL 30 PPI 85% porosity 0.847 0.000142 3774.329

1.33 1.16 1.14
13.28 9.01 1.47
66.40 75.02 0.89
99.61 164.87 0.60

IDEAL 30 PPI 90% porosity 0.8962 0.000113 3192.442

0.91 1.12 0.82
9.14 5.31 1.72

45.72 48.05 0.95
68.58 76.92 0.89
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Figure 5.11: The DPLS results of longitudinal dispersion of all foam structures used in
this study.

At high Pe number, numerous investigations have found that the axial Pe num-

ber (PeL) of packed beds attaining an asymptotic value of 2 for gas dispersion in

packed beds (Edwards and Richardson 1968; Prausnitz 1958; Aris and Amundson

1957). Therefore

DL = 0.5udp (5.13)

In the intermediate zone, Edwards and Richardson (1968) defined the DL by sum of the

diffusion coefficient and the random mixing

DL =
Dm

τ
+ 0.5udp (5.14)

The above Eq. (5.14) states that, at low Peclet numbers, DL is directly proportional

to the molecular diffusivity, and at high Peclet numbers, it is independent of molecular
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diffusivity. Gunn and Pryce (1969) rewritten Eq. (5.14) in the dimensionless form as

DL

Dm

=
1

τ
+

1

2

ud

Dm

or
1

PeL
=

1

τPem
+

1

2
(5.15)

The above Eq. (5.15) is anticipated to provide the correct asymptotic behavior in gas

and liquid flow through packed beds at both high and low values of Pem. For gases,

it is shown in Figure 5.12 the PeL of the DPLS results is plotted against the Pem and

is compared with results available in the literature (Delgado 2006) on packed beds (in

packed beds, the Peclet number is calculated based on the particle diameter). It can be

observed that the PeL obtained is lower than the value of 2, and significant deviation

is found compared to Eq. (5.15). This deviation is corrected by introducing modifying

characteristic length.

As discussed earlier, the longitudinal dispersion in packed beds mainly depends on

the packing particle shape and size, so that, the characteristic length is used as particle

diameter. Similarly, in this study, the longitudinal dispersion dependency in Kelvin

structure is verified using pore diameter and strut diameter as characteristic length.

Among the two, the strut diameter shows good agreement with Eq. (5.15) (refer Figure

5.13) and also with literature data (refer Figure 5.12).

In order to represent the PeL of the Kelvin structure with that of the packed bed, a

modified characteristic length correlation (Eq. 5.16) is proposed as a function of strut

dia and flow tortuosity by fitting a linear curve to meet the value of 2. A similar concept

is noted in Parthasarathy et al. (2013), but the author correlated with respect to pore dia.

where the calculation of flow tortuosity is discussed in the next section.

d = ds(−5.2 + 6.7τ) (5.16)
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Figure 5.12: Comparsion of longitudinal Peclet number in ideal and randomized Kelvin
structures versus correlation provided for packed beds, where Pe calculated based on
strut diameter (data adopted from Delgado 2006).

Figure 5.13: Comparison of longitudinal Peclet number with pore and strut diameter.
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5.5.2 Determination of flow tortuosity

The complete transport phenomenon in open-cell foams describes not only by poros-

ity, pore density (PPI), and a specific surface area along by another essential parameter

as required, i.e. tortuosity. In recent years, the behaviour of tortuosity flow in porous

media has attracted considerable attention. Moreira and Coury (2004a) determined the

tortuosity by measuring the electric resistivity of the medium. In this study, the influ-

ence of flow tortuosity is calculated by the approach used by Habisreuther et al. (2009)

and Parthasarathy et al. (2016). The authors suggested a simple procedure for determin-

ing tortuosity in DPLS by tracing a particle trajectory within the investigated structure.

The integration of particle tracking will give directly results in the extended flow path

LP . According to the definition of tortuosity; τ = Lp/L where L is the porous domain

length. Using the Lagrangian particle tracking (LPT) method, the particle is tracked

in the Eulerian fluid phase flow. i.e. individual particles are tracked from the inlet to

outlet of the domain. The Euler integration forward algorithm is used to calculate each

particle’s traveling distance. This is the common most algorithm for fluid flow solvers.

Nearly 30,000 particles are analyzed in each simulation with the size all most mass-free

particles of 1µm diameter with a density of 2000 Kg/m3. Due to this, the particle ve-

locity will easily reach the flow velocity. In this study, only the drag force experienced

by the particle was considered, and the drag coefficient was calculated using Schiller

and Naumann (1935) model, with a limiting value of 0.44 in the inertial regime. Thus,

the mean tortuosity values are tabulated in Table 5.2.

Therefore while incorporating the flow tortuosity and strut diameter, a modified

characteristic length scale correlation is proposed and calculated the Peclet number.

Figure 5.14 depicts the results of DL/Dm versus modified Pem. It is evident that the

modified characteristic length scale works well with literature data. Similarly, in Figure

5.15, the modified Peclet number of Kelvin structures are compared with the Eq. (5.15).

It is seen that in the intermediate zone (i.e., 5< Pem<40), the calculated PeL values are

just higher than predicted by Eq.(5.15). After the intermediate zone, the PeL reaches an
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Table 5.2: Tortuosity values of different foam structures determined using DPLS.

Foam description Nominal porosity (%) Tortuosity(τ )

Ideal 10 PPI

80% 1.0931

85% 1.0748

90% 1.0503

Ideal 20 PPI

80% 1.0859

85% 1.062

90% 1.0385

Ideal 30 PPI

80% 1.0712

85% 1.0481

90% 1.0268

Figure 5.14: Comparison of modified molecular Peclet number versus longitudinal dis-
persion of gaseous flow in ideal and randomized Kelvin structures.
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Figure 5.15: Modified longitudinal Peclet number versus modified molecular Peclet
number of ideal and randomized Kelvin structures (using correlated characteristic
length given by Eq. 5.16).

almost constant value of 2 and follows Eq. (5.15) at high Peclet numbers. A similar kind

of observation is noted in the packed bed structure’s literature (Hiby 1962; Edwards

1968; Scott et al. 1974; Gunn and Pryce 1969; Johnson and Kapner 1990; Sinclair

and Potter 1965; Carberry and Bretton 1958). It is also seen that in the intermediate

zone, the present study values fit well with existing correlations data of Hiby (1962),

Edwards (1968), and Scott et al. (1974). Thus it is concluded that, with the correlated

characteristic length scale (Eq. 5.16), the PeL of the ideal and randomized Kelvin

structures are nearly equal to the packed bed data that are reported in the literature.

5.5.3 Comparison of Kelvin porous structures with real porous struc-

tures

In Figure5.12, the PeL results of real porous structures Parthasarathy et al. (2013)

are plotted and compared with Eq. (5.15). It is observed that the PeL value is much

higher than the value of 2. The reason is noticed that pore diameter is used as a char-
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Figure 5.16: Peclet number calculated with the modified characteristic length correla-
tion (Eq. 5.16) using present study tortuosity values (refer Table 5.2) and Habisreuther
et al. 2009 tortuosity value (τ = 1.08).

acteristic length to calculate PeL. Then the author modified the characteristic length

and formulated a new correlation to estimate the PeL. Therefore, the modified PeL

values approximately match the value of 2 shown in Figure 5.15. i.e. it is seen that

the real porous structures can also exhibit a similar dispersion trend with packed beds

and Kelvin structures. Due to the complexity of real porous geometry, it is difficult to

describe exact geometrical properties, leading to different results in different studies.

However, as it is known, it is challenging to calculate flow tortuosity experimentally,

and even numerical calculations require high computational power. So, Habisreuther

et al. (2009) suggested a unique mean tortuosity value for ordered Kelvin structures as

1.08. In this study τ = 1.08 is used to calculate the PeL with modified characteristic

length correlation (Eq. 5.16) and compared with present study values and plotted in

Figure 5.16. It is observed that the PeL values are approximately equal to the literature

data as well as present study data.
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5.6 Conclusion

In this chapter, numerical simulations were performed to evaluate the LDC values

in reticulated Kelvin structures. The 3D foam geometries were used the same as that of

the pressure drop study of porosities 80%, 85%, and 90% and 10, 20, and 30 PPI. The

flow simulations were performed at different flow rates, using the standard CFD-finite

volume discretization approach (using ANSYS-CFX solver), and the flow calculations

were solved using conventional Navier-stroke equations. A parametric study was con-

ducted to verify the influence of porosity, pore density, and mass flow rate on LDC and

noted the following observations.

1. The LDC enhances with increasing flow velocity and decreasing porosity. i.e.,

due to decreasing porosity, the pore-scale model showed greater velocity fluctua-

tions, resulting in greater mixing in the pores attained.

2. For the same porosity, the LDC decreases while increasing PPI. i.e., this is pri-

marily due to a reduction in pore diameter with an increase in PPI.

3. The randomized structure showed higher LDC compared to ideal structures due

to the randomization effect.

4. In addition, a new correlation was presented to evaluate the characteristic length

scale based on strut diameter and flow tortuosity. With the correlated characteris-

tic length scale, the Peclet number of the ideal and randomized Kelvin structures

was nearly equal to the packed bed data as well as real porous data that are re-

ported in the literature.

Therefore, this study helps to evaluate effective LDC in highly porous reticulated

open-cell foam structures.
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5.7 Closure

The numerical procedure to characterize the longitudinal dispersion coefficients in

various open-cell porous structures was dealt in this chapter. A detailed parametric

study was performed and a new characteristic length based correlation is proposed to

determine the longitudinal Peclet number. The calculated Peclet number values were in

good agreement with the literature results of the packed bed and real porous structures.

The heat transfer analysis was explained in the next chapter.
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CHAPTER 6

CONVECTIVE HEAT TRANSFER COEFFICIENT IN

RETICULATED KELVIN STRUCTURE

6.1 Introduction

The heat transfer in porous media involved two phases, i.e., a solid phase (struts or

ligaments or fibres) and a fluid phase (flow within the porous domain). In some cases,

the solid temperature is in equilibrium with the flowing fluid, which is described as local

thermal equilibrium (LTE). But in the case of a single-phase fluid flow, the presumption

of LTE is not valid in all thermal applications. For example, when porous media are

used in combustors, there is enough amount of heat liberated in the fluid phase, which

prevents the local solid and fluid volumes from being in thermal equilibrium. Further-

more, when interstitial fluid flow within the porous structure differs significantly from

the thermal properties of the solid phase, the local temperature change between the two

phases will be different. As a result, there is a temperature gradient at the point where

the solid obstruction meets the nearby fluid; this scenario is called as local thermal non-

equilibrium (LTNE). Therefore, to determine heat transfer in such applications, 2-phase

energy equations are needed: one for solid and one for fluid, respectively.

However, to solve the 2-phase energy equations, the solid and fluid phases must

need effective heat transport properties. Where, the convective heat transfer between

solid and fluid phases is described using an interfacial convective HTC to couple the

two energy equations. Thus, the measurement of effective HTC is crucial for obtaining

accurate results in the 2-phase model.

A detailed overview of the 2-phase model or 2-equation model is provided by Wakao

and Noriaki (1982):



For fluid:

∂T̄f
∂t

+ ū
∂T̄f
∂x

=
1

ε

(
k̄f

(ρcp)f
+DL

)
∂2T̄f
∂x2

+
hsfSV
ε (ρcp)f

(
T̄s − T̄f

)
(6.1)

For solid:
∂T̄s
∂t

=
k̄s

(1− ε) (ρcp)s

∂2T̄s
∂x2

− hsfSV
(1− ε) (ρcp)s

(
T̄s − T̄f

)
(6.2)

where ks and kf referred to as the thermal conductivity of solid and fluid, DL is the

longitudinal dispersion coefficient (Ref: 5), SV is the specific surface area and hsf is

the interfacial HTC.

In open-cell foam materials, the HTC is defined in two ways, such as the wall or

global HTC (hw) and the local interfacial (h) or volumetric HTC (hv). As the solid

matrix has a significant impact on the fluid HTC in porous media, significant effort is

required to determine these parameters. The wall HTC measures the overall augmen-

tation of heat transfer from the wall surfaces to the attached porous geometry. This

coefficient can be used to design cooling applications for electronic devices (Calmidi

and Mahajan 2000a; Bhattacharya and Mahajan 2002; Bianchi et al. 2013). The local

interfacial or VHTC defines the heat exchange between the solid phase and the flow-

ing fluid. It can be used for thermal energy absorbers, radiant porous burners, building

thermal insulation, compact heat exchangers, packed cryogenic micro sphere insula-

tion, combustors, chemical and biological reactors (Kaviany 1995, Rashidi et al. 2017;

Sertkaya et al. 2012, Mujeebu et al. 2010). In the literature, due to non availability of

the specific surface area of foams, many authors (Younis and Viskanta 1993; lin Xia

et al. 2017; Wu et al. 2011, Kamiuto and Yee 2005) analyzed heat transfer in foam

material by adopting the VHTC. Because of the complexity of porous morphology, it

is difficult to measure the specific surface area values. In this study, the interfacial and

volumetric HTCs are used to study the comparative effects with literature data. The

VHTC (hv) can be calculated from the following equation:

hv = h · sv with hv = W.m−3.K−1 (6.3)
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6.2 Problem statement

In this chapter, DPLS are performed to measure the interfacial and VHTC in the

same structures that are used in the pressure drop study of porosities (80%, 85%, and

90%) and PPI (10, 20, and 30 PPI) under various working fluids (air, water and saltwa-

ter). Based on simulation outcomes, the Nusselt number correlation are to be proposed

in terms of the Reynolds number and Hagen number. In the literature, many researchers

have proposed HTC correlation using the Nu-Re analogy but have not found much re-

search on estimating HTC from pressure drop data. This research intends to provide

HTC prediction using the existing pressure drop data in reticulated porous structures.

The proposed correlations are validated with existing literature data.

6.3 Numerical setup and post-processing

6.3.1 Governing equations and boundary conditions

As reported earlier in the literature, the HTC in open-cell foam examined through

the steady-state method and transient method. In both methods, the results are global

and lead to averaged coefficients. So, to keep computational cost at a minimum, in this

study, the simulations are performed by assuming a steady-state method. Additionally,

working fluids are assumed as Newtonian fluid and in-compressible having constant

densities and viscous dissipation is neglected. The simulations are accomplished by

solving governing equations of mass (4.7), momentum (4.8) and energy

∂

∂xj
(ρujcpT ) =

∂

∂xj

(
kf
∂T

∂xj

)
(6.4)

where ρ denotes the density of the fluid, uj and xj represents velocity and spatial coor-

dinate in the j-direction, T represents the fluid temperature, cp indicates the specific heat

of fluid, and kf is the fluid thermal conductivity , respectively. The governing equations

are solved using the standard CFD-FVM method (using ANSYS-CFX software) with a
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high-resolution scheme and convergence criterion has been set at 10-6. The boundary

conditions defined for the present work are shown in Figure 6.1 and are explained below

1. The inlet of the porous domain specified as uniform velocity and temperature

(300K).

2. The outlet boundary specified with static pressure with zero gauge pressure con-

dition.

3. The structure surfaces are defined as wall(no-slip) with fixed strut temperature

(Tw=1000 K).

4. The four side surfaces are specified with translational periodic boundary condi-

tions.

Additionally, to obtain a fully developed flow, the domain size has been maintained

a minimum of 10 pores and utmost of 15 pores in the flow passage as suggested in Diani

et al. (2014).

Figure 6.1: The grid of an ideal Kelvin structure was created using ICEM CFD and
boundary conditions applied.
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6.3.2 Numerical procedure

In the present work, the strut surfaces are maintained at constant temperature (TW )

which is higher than that of entering fluid. The heat from the strut surfaces is then

transported by convection and diffusion. In order to determine the interfacial HTC from

the simulations, the 3-Dimensional temperature fields are minimized to 1-Dimensional

temperature fields by averaging mass flow over N perpendicular cross-sectional planes

to the primary flow direction.

T (xk) =

G∑
i=1

(Ti.ρuiAi(xk))

G∑
i=1

ρuiAi(xk)

(6.5)

T (xk) indicates the mass flow avg. temperature at the K − th cross-sectional plane at

the location xk, ρuiAi(xk) denotes the mass flow in the plane with the i− th grid cell,

G is the no. of grid cells and Ti is the temperature value in the i− th grid cell.

6.3.3 Grid generation

The modelled Kelvin geometries are imported to a commercial grid generating soft-

ware (ICEM CFD) to acquire computational grids. In order to achieve accurate results

and minimizing the computational time & errors, the grid-independent studies are per-

formed for four different sizes of grids (G1, G2, G3, and G4) at different Reynolds

numbers (100 and 750) that are shown in Figure 6.2a and 6.2b . In Figure 6.2a and

6.2b, the grid study shown with respect to average fluid temperature (outlet) and av-

erage Nusselt number. With increase in number of grid elements, the average fluid

temperature and Nusselt number difference approach the minimum. Comparing four

grids, the G3 & G4 grid results seem to be independent of mesh resolution, indicating

grid independency. But compare to G3 & G4, G3 has 37 million grid elements, and

G4 has 53 million grid elements, respectively. So, to minimise the computational time

in this study, a less number of grid elements (G3), i.e., 37 million grid size is used for
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(a)

(b)

Figure 6.2: Grid study of 30 PPI 80% (a) Re=100 (b) Re=750
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further analysis.

6.4 Results and discussions

6.4.1 Determination of heat transfer coefficient(HTC)

In this study, reticulated porous structures that are ideal and randomized Kelvin

structures are used to analyze heat transfer with the help of DPLS. The Analysis is

carried out at Re of 10, 100, 500 and 750 for different fluid properties, including air

(Pr=0.7, kf = 0.0261 W/mK) saltwater (Pr=2, kf = 0.671 W/mK) and water (Pr=6,

kf = 0.6069 W/mK). The Reynolds numbers (Re = ρdhus/εµ) are determined by

using hydraulic diameter (dh = 4ε/SV ) as the characteristics length.

According to the equation below, the local HTC between axial locations xk and (xk

+ ∆xk) is defined as:

hl(xk) =

∫ xk+∆xk
xk

q̇dAsf

Asf ∆Tlm
(6.6)

where ∆Tlm =
∆Txk−∆T(xk+∆xk)

ln(∆Txk/∆T(xk+∆xk))
is the LMTD, while ∆Txk = Tw − T (xk), q̇ is the

heat flux and Tw is the wall temperature which is a constant. Post processing is done

by dividing the total flow domain along the flow into multiple sections and calculated

the ∆TLMTD and (q̇) for each section. From which, the heat transfer coefficients are

determined.

From Figure 6.3 (a & b), the local Nusselt number(Nul = hldh
kf

) and fluid bulk tem-

perature of ideal and randomized Kelvin structures at Re = 500 plotted against the

normalized axial length (L+ = L
dh

). It is seen that, the Nusselt number is very high

at the entrance due to the air accelerating at the windward side of the porous domain

and directly hits the surface of solid. i.e., except for the entrance, the Nu values are

approximately constant in the axial direction. A similar tendency was reported in Wu

et al. (2011) and Parthasarathy (2016). In Figure 6.3b, because the fluid is slowed down
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by the randomization of the geometry, it observe that Nusselt number fluctuations are

not regular in randomized structure. Therefore, by ignoring the peak Nusselt numbers

at the entrance, the arithmetic average of the Nusselt number along the axial direction

is considered as average Nusselt number (Nu) of the porous domain.

Figure 6.4 (a-c) illustrate PPI’s effect on the VHTCs at different working fluids. It is

revealed that the VHTC increase as the pore density increases. The same trends as those

in the literature are observed (Dietrich 2013; Younis and Viskanta 1993; Parthasarathy

2016; lin Xia et al. 2017). It is discussed in Younis and Viskanta (1993), that the in-

crease in PPIs decreases the pore diameter, which in turn increase the specific surface

area of foams at the same porosities (Ref. Table 4.1). It is evident that the VHTC in-

creases with the specific surface area.

Figure 6.5 (a-d) plotted the effect of porosity on VHTC in ideal and randomized Kelvin

structures for various working fluids. It can be observed that the VHTC decreases with

increasing porosity with keeping PPI constant. It is mainly a result of the depletion in

the strut diameter, which led to a decrease in the specific surface area while the poros-

ity is increased. A similar kind of tendency is reported in lin Xia et al. (2017). From

Figures 6.4 and 6.5, it can also be observed that the VHTC increase gradually with the

increase of velocity.

To study the effect of randomization, the ideal Kelvin structures are compared with

randomized structures and it illustrated in Figure 6.6. It is seen that in comparison to

ideal structures the VHTC increases even if the same porosity & PPI are maintained

because of randomization of the foam (both specific surface area values are keeping

close to the same value). Figure 6.7 illustrates the interfacial HTCs of various foams

used in this study as they relate to the superficial flow velocity us. It is found that the

geometrical properties (PPI and porosity) of the foam have no significant impact on

the HTC. There are similar observations found in the literature (Dietrich 2013; Garrido

et al. 2008 and Parthasarathy 2016). In Figure 6.7, one exception is observed in 30 PPI

80% porosity foam. Here, the HTCs are higher than other foams because of the higher

specific surface area exposed in that foam (see. Table 4.1).
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(a)

(b)

Figure 6.3: Local Nusselt numbers and fluid bulk temperature distribution along the
flow direction (a) Ideal Klevin structure 30 PPI 90% porosity (b) Randomized Kelvin
structure 10 PPI 90% porosity[50-75-40] at Re =500 and Pr =0.7
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(a)

(b)
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(c)

Figure 6.4: Effect of PPI (a) Pr=0.7, (b) Pr = 2 (c) Pr =6

The flow field temperature contours at different Reynolds numbers (10 & 750) com-

pared in Figure 6.8 (a-c) and Figure 6.9 (a-c). At the low Reynolds number (Re =10)

cases, the fluid temperature reached thermal equilibrium within a short interval distance

compared to Re =750. The reason is presumably that at a lower Reynolds number, the

fluid flows at very low velocities, nearly 0.002 to 0.03 m/s. Due to this low velocity,

the fluid has enough time to reach solid temperature. Besides, a higher Reynolds num-

ber results in a higher fluid velocity and a higher HTC. The same kind of results are

observed in both ideal as well as randomized structures.

6.4.2 Heat transfer correlation based on Re

The Nusselt number and Reynolds number are computed using the hydraulic di-

ameter as characteristic length and plotted in Figure 6.10. It is seen that the Nusselt

number of ideal Kelvin structures with the same PPI and different porosities, foams

with higher porosities have higher Nusselt numbers compared with low porosities. It

109



(a)

(b)
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(c)

(d)

Figure 6.5: Effect of porosity (a-d) Ideal Kelvin structure of different working fluids
(Pr=0.7, Pr=2 and Pr =6) and (d) randomized Kelvin structure (Pr = 0.7)
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Figure 6.6: The VHTC for the ideal and randomized structure’s comparison at 10 PPI
90% porosity (Pr =0.7).

Figure 6.7: The comparison of all foams used in this study according to their DPLS
results (Pr =0.7)
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(a)

(b)
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(c)

Figure 6.8: Temperature field contours (a) Ideal Pr =0.7 (b) Ideal Pr =6 and (c) Ran-
domized Pr =0.7 of 10 PPI 90 % porosity at Re = 10

(a)
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(b)

(c)

Figure 6.9: Temperature field contours (a) Ideal Pr =0.7 (b) Ideal Pr =6 and (c) Ran-
domized Pr =0.7 of 10 PPI 90 % porosity at Re = 750
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Figure 6.10: Comparing Nusselt number with Reynolds number for different porosities
and PPI of ideal Kelvin structures (Pr = 0.7)

is also found that for the same porosity, different PPI numbers, the Nusselt numbers

are approximately the same, i.e., it seems the Nusselt number is strongly dependent on

the porosity. Thus, by incorporating this porosity dependency, the following correlation

is established from the DPLS’s Nusselt number results of all investigated structures by

fitting the curve through minimizing the RMSD.

Nu =
h.dh
kf

= 13.109ε2 + 0.58ε2Re0.6Pr1/3 (6.7)

which is in the form of the following heuristic correlation proposed by Wakao and

Noriaki (1982)

Nu = a+ bRemPrn (6.8)

Whitaker (1983) and Kuwahara et al. (2001) also proposed similar kinds of correla-

tion that are discussed in the literature. In the present work, the coefficients a and b

are obtained for different porosities to investigate the porosity dependency, and for the
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given porosity, the Reynolds number varies in proportion to Re0.6 whereas the Prandtl

number exponent ’n’ can be fixed with 1/3. Thus, the proposed correlation fitted with a

minimum RMSD of 4.55%, where RMSD is :

RMSD = 10RMSD(ELOG) − 1;ELOG = log(Nucalc)− log(Nusim) (6.9)

Nusim denotes the simulated Nusselt number with simulated HTC results, and Nucalc

represents the computed values using correlation Eq. (6.7).

6.4.3 Comparison of the proposed correlation with DPLS results.

Figure 6.11 (a & b) illustrates the relationship between the Nusselt number and

Reynolds number of the ideal and randomized Kelvin structure of various porosities

and pore densities with Eq. (6.7). From Figure 6.11a, It is noticed that irrespective of

porosity and pore density, all data falls along one line. The RMSD between the DPLS

results (Pr =0.7) and the present correlation (Eq. 6.7) is noted as 4.55%. Although

the structures are randomized as shown in Figure 6.11b, irrespective of scale factor,

randomization and centroid factor, the DPLS data well fitted with the present study cor-

relation and have an RMSD of 6.75%. In Figure 6.12, the DPLS Nusselt numbers data

of different working fluids ( Pr =2 and 6) is compared against the present study corre-

lation with Eq. (6.7). Because of scattered results, the arithmetic regression analysis

is performed and found an RMSD of ±15% (goodness of fit found R2 = 0.97). Thus

it is confirmed that, whatever the porous structure (Ideal or Randomized) and working

fluid (air or water or saltwater), the proposed correlation agrees well with the DPLS re-

sults. Figure 6.11a, the ideal structure’s simulation results of 10, 20 & 30 PPI precisely

followed the Nusselt number relation without any deviation. Hence, in the randomized

case, the simulations are conducted only for 10 PPIs to investigate the effect of random-

ization. Figure 6.13 (a-c) presents the comparative results of the HTC in between DPLS

and Eq. (6.7). It is seen that the calculated HTC values with Eq. (6.7) match well with

the DPLS HTC results of all the working fluids used in this study.
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(a)

(b)

Figure 6.11: Comparison of Nusselt number DPLS data with current study correlation
(Eq. 6.7) at various porosities and PPI. (a) Ideal structure (b) Randomized structure (Pr
=0.7 )
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Figure 6.12: Nusselt number comparison with present work correlation at different
working fluids (Pr =2, and 6) dashed lines indicates ±15% error band

(a)
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(b)

(c)

Figure 6.13: Comparison of HTC results between DPLS and Eq. (6.7) for different
working fluids (a) Air Pr = 0.7, (b) salt water Pr = 2 and (c) Water Pr = 6
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6.4.4 Comparison of the proposed correlation with available exper-

iments in the literature.

Figure 6.14 (metal foams) presents a comparison of HTC between those calculated

using Eq. (6.7) and those determined by Mancin et al. (2013) experiments. The pro-

posed correlation shows a good agreement with experimental values, and it is noticed

that around 85% of HTC values in Eq. (6.7) fall within 15% error margin. In Figure

6.15 (for ceramic foams), the HTC between values calculated using Eq. (6.7) and ex-

perimental values of Dietrich (2013) and Kamath et al. (2013) are explored. For high

porosity and PPI, it can be seen that the developed correlation is consistent with ex-

perimental results. In Figure 6.15, from the experimental results of Dietrich (2013), it

has been noticed that 77% of HTC with Eq. (6.7) lie within the relative error of 29%.

In Figure 6.15, it can also be observed that the calculated HTC of 45 PPI foam has a

maximum deviation in comparison with the experimental values. The reason behind

that 45 PPI foam has more closed pores compared to other foams that are reported by

Dietrich (2013).

In Figure 6.16, the numerical (Diani et al. 2015 & Ambrosio et al. 2016) and exper-

imental (Mancin et al. 2013) HTC results of copper metal foams at 40 PPI with 94%

porosity are plotted against the present correlation Eq. (6.7). It is clear that the pro-

posed correlation Eq. (6.7) successfully predicts the HTC in open-cell foams. In Figure

6.17, the calculated HTCs with Eq. (6.7) is compared with experimental and numerical

results of real porous structures at different porosities, PPI and materials. It is observed

that irrespective of material, and geometrical parameters the proposed correlation fits

well with literature data.

Figure 6.18 shows the plot of Nusselt number versus Reynolds number data as a val-

idation of the present correlation. It is seen that, over a broad range of Reynolds num-

bers, all literature values follow the proposed correlation (Eq. 6.7) within the RMSD of

±40%. The RMSD error-checked with different authors data reported in Table 6.1.
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Figure 6.14: Comparison of HTC values computed using Eq. (6.7) against experimental
outcomes of real porous structures (10, 20, 30 and 40 PPI Al2O3 metal foams with total
porosities 0.926, 0.93 and 0.926, respectively).

Figure 6.15: Comparison of HTC values computed using Eq. (6.7) against experimental
outcomes of real porous structures (10, 20, 30 and 40 PPIAl2O3 metal & ceramic foams
with different porosities , respectively).

122



Figure 6.16: Comparison of HTC values computed using Eq. (6.7) against experimental
& numerical outcomes of real porous structures at 40 PPI & 94% porosity (Cu metal
foams)

Figure 6.17: Comparison of experimental HTC results with calculated HTC using Eq.
(6.7).
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Figure 6.18: Validation of the present work correlation.

It seems that all the data, irrespective of porosity, PPI and material, error having a

range of ±40%. So, for open-cell foams, due to their complexity in foam morphology

and manufacturing difficulty reproducing same structures, error within 38% will be

admissible (Goedecke 2011). So, in this comparison, the maximum error noticed that

38% (see Table 6.1). Based on this, it can be concluded that the correlation obtained

for the Kelvin structure (ideal) is equally adequate for real porous structures (non-ideal)

within an appropriate range of 10 < Re < 1000 at greater porosities (75% to 95%).

6.4.5 Heat transfer correlation based on Hg

Previously, the simulation data is correlated with a Nusselt–Reynolds approach as

it is usually done for heat transfer data. In addition to heat transfer data described

above, pressure drop data of the same structures are also necessary. Furthermore, the

applicability of the analogy between heat and momentum transfer – Similarly, in the

same way, a Nusselt–Hagen correlation (Eq. 6.10) has been developed allowing easy

and accurate estimation of heat transfer coefficients for any sponges from the pressure

124



drop data.

Nu =
h.dh
kf

= 11.38ε2 + 0.58ε2Hg0.3Pr1/3 (6.10)

Figure 6.19 (a & b) shows the DPLS results of the Hagen number (Hg) (corresponds

to dimensionless pressure drop), the Prandtl number (Pr) and the Nusselt number (Nu)

(corresponds to dimensionless heat transfer coefficient) of the ideal and randomized

Kelvin structures of various porosities and pore densities with help of Eq. (6.10). From

Figure 6.19a, it is observed that irrespective of PPI and porosities, all the data fall on a

single line. The RMSD between the DPLS results (Pr=0.7) and the present correlation

(Eq. 6.10) is noted as 7.55%. Which is 3% higher than the previous heat transfer cor-

relation (Eq. 6.7). Even if the structures are randomized as shown in Figure (6.19b),

regardless of randomization, scale factor and centroid factor the DPLS data well fitted

with present correlation (Eq. 6.10) and have an RMSD of 9.77%. In Figure (6.20),

different working fluids ( Pr = 2 and 6 ) are compared with the DPLS Nusselt numbers

with the present study correlation (Eq. 6.10). Due to scattered results, arithmetic re-

gression is conducted and found an RMSD of ±15% (goodness of fit found R2 = 0.97).

Therefore, the proposed correlation agrees well with the DPLS values, regardless of

porous structure (ideal or random) and fluid type (air, water, saltwater). The main aim

of this proposed correlation is easy estimation of heat transfer coefficients of yet un-

known sponges due to the comparatively easy determination of pressure drop data. For

validating the present work correlation, the correlation is compared with different ex-

perimental data that are available in the literature and plotted in Figure (6.21). It can be

viewed that the proposed correlation Eq. (6.10) is well fitted with experimental results

within a RMSD of ±40%. Here, the pressure drop data of reported authors are estimated

using the pressure drop correlation proposed by this study Eq. (4.10) in chapter 4.

6.4.6 Comparison of Heat transfer correlations

In Table 6.1, both the correlation’s (Eq. 6.7 and Eq. 6.10) RMSD-errors are com-

pared against the experimental data. It is observed that irrespective of the material,
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(a)

(b)

Figure 6.19: Comparison of Nusselt number DPLS data with current study correlation
B (Eq. 6.10) at various porosities and PPI. (a) Ideal structure (b) Randomized structure
(Pr =0.7 )
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Figure 6.20: Nusselt number comparison with present work correlation at different
working fluids (Pr =2, and 6) dashed lines indicates ±15% error band

Figure 6.21: Validation of the present work correlation.
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geometrical properties and working fluid, all the experimental values, follows the cor-

relation A (i.e. Eq. 6.7) and correlation B (Eq. 6.10) within a RMSD of ±40%. It is also

noticed that, while comparing both the correlations (A&B), the error difference seems

is very low(<1%) i.e. all most negligible. Therefore, both the correlations are suitable

for determine the heat transfer coefficient. However, a peculiar advantage of correlation

B is that easy to estimate heat transfer coefficients with only pressure drop data.
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Table 6.1: Comparison of Nusselt number RMSD values with numerical and experi-
mental investigations in the literature

Author Material PPI Porosity Re RMSD
(corre-
lation
A)

RMSD
(corre-
lation
B)

Error
Dif-
fer-
ence

Mancin et al. (2013)
(Experimental)

Alumina
10 0.926

400-1600 10.41% 10.49% 0.08%20 0.93
40 0.926

Cu
10 0.934

400-1600 10.43% 10.92% 0.49%20 0.935
40 0.936

Diani et al. (2015)
(Numerical)

Cu
10 0.934

400-1600 15.32% 15.90% 0.58%20 0.935
40 0.936

Parthasarathy et al. (2016)
(DPLS)

Alumina

10 0.82

400-1500 21% 21.10% 0.53%

20
0.769
0.82

0.845

30
0.744
0.822
0.847

45 0.791

SiC
10 0.872

400-1500 11% 11% 0%
20 0.875

Ambrosio et al. (2016)
(Numerical)

Alumina 40 0.94 140-750 29.06% 28.58% 0.48%

Dietrich (2013)
(Experimental)

Al2O3

10 80

400-2000 28.64% 27.68% 0.96%20
75
85
80

30 80
45 80

OBSiC

20 80

200-1000 37.60% 38.10% 0.50%
30 80
40 80

20 75
85

Mullite 20
75

200-1000 34.90% 35.70% 0.80%
85

Kamath et al. (2013)
(Experimental)

Alumina 10
0.9481

200-1600 30.99% 31.12% 0.13%0.9417
0.9449

Kim et al. (2001)
(Experimental)

Alumina
10 0.92

80-500 38.04% 37.46% 0.58%20 0.92
40 0.92
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6.5 Conclusion

In this chapter, a numerical study on the heat transfer coefficients of reticulated

Kelvin structures has been carried out using the steady-state method. The geometries

for this analysis were used the same as that of the pressure drop study of porosities 80%,

85%, and 90% and 10, 20, and 30 PPI. Simulations were conducted using these grids

with the assistance of commercial CFD software (ANSYS-CFX). The simulations were

carried out for different working fluids, air (Pr = 0.7), saltwater (Pr = 2) and water (Pr

= 6) for various Reynolds numbers 10, 100, 500 and 750. The fluid inlet temperature

was maintained lower than strut temperature to investigate the heat transfer. Parametric

studies were carried with varying porosities, pore densities and velocities. Based on the

present investigation, the salient points are summarized below:

1. The VHTC increased with increasing PPI and velocity, i.e., a higher PPI foam

has shown higher heat transfer performance because of greater specific surface area.

2. For the same PPI, the VHTC decreased with increasing porosity. This is mainly

due to the reduction in the strut diameter and it leads reduction in the specific surface

area while the porosity increases.

3. The randomized structure showed higher heat transfer than the ideal structure

even if maintained the same PPI and specific surface area.

4. Based on simulation results, the Nu-Re and Nu-Hg correlations were proposed

and it was compared with existing results of numerical and experimental data.

5. Over a broad range of Reynolds numbers, all literature values follow the proposed

correlations (Eq. 6.7) and (Eq. 6.10) within the RMSD of ±40%.

6. Based on this, it can be concluded that the correlation obtained for the Kelvin

structure was equally adequate for real porous structures within an appropriate range of

10 < Re < 1000 at greater porosities (75% to 95%).

Therefore, the proposed correlations were suitable for to design of any work related
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to open-cell foam, especially in thermal management applications.

6.6 Closure

This chapter described the detailed procedure for calculating the heat transfer coef-

ficient. Two different correlations were proposed to predict the heat transfer in various

open-cell foams. The proposed correlations could predict the heat transfer coefficient

within the permissible error.
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CHAPTER 7

CONCLUSION AND FUTURE SCOPE

The main aim of this research work was to determine the fluid flow and heat trans-

fer properties of the open-cell reticulated structures and to express them in terms of

the known morphological parameters of the foams. The reticulated porous structures

were modeled after the Kelvin structure. The 3D foam geometries for the analysis were

constructed using an in-house code along with the use of visualization tool kit (VTK)

libraries. The ideal and randomized Kelvin structures geometries with different porosi-

ties (80%, 85%, and 90%) and pore densities (10, 20, and 30 PPI) were generated. The

geometry data of each structure was imported to a commercial grid generating software

(ICEM CFD) to obtain the computational grids. These grid geometries had been used

to perform direct pore level simulations (DPLS) with the aid of commercial CFD soft-

ware (ANSYS CFX). For each of the structures, the simulations were performed for

four different Reynolds numbers, i.e., Re 10, 100, 500, and 750.

In order to better observe the trends in pressure drop, direct pore level simula-

tions were performed (DPLS) in the ideal and randomized Kelvin structures. The

DPLS analysis were carried out for Reynolds numbers 10, 100, 500 and 750 (within

the laminar range), where the air was used as working fluid. The Reynolds numbers

(Re = ρdhus/εµ) are calculated using the hydraulic diameter (dh = 4ε/Sv) as the

characteristics length. From the simulation results, the Hagen number and Reynolds

number relation fall on a seconder order polynomial line and contribute to finding new

viscous and inertial coefficient values for the relation. These values were independent

of the geometrical properties (PPI, specific surface area, and porosity) of the porous

structures. Thus the correlation was proposed for calculating pressure drop in open-cell

foams.



dp
dx

= 130.29 · µ
εdh

2us + 0.99 · ρ
ε2dh

us
2; Hg = 130.29 ·Re+ 0.99 ·Re2

The applicability of this correlation for real structures and for a range of porosities

and pore densities was examined by comparing it with DPLS results of real structures.

The RMSD of the present correlation is found to be 5.7% which is less than the RMSD

of 17.64% for the correlation provided by authors in literature. Furthermore, the corre-

lation is validated by comparing it with existing experimental results of different struc-

tures made up of ceramic and metallic materials at different flow conditions and for

different fluids. It is concluded that the proposed correlation would predict the pressure

drop in open-cell foams, and in most cases, the predictions had a mean relative error

value less than 15%.

In the next step of this present work, DPLS were performed to characterize the

longitudinal dispersion coefficients (LDC) in ideal and randomized Kelvin structures.

Using the conventional Navier-Stokes equations, airflow had been determined through

various porous structures. Along with the flow, the dispersion of the tracer was traced

across the structures and analysed in terms of the effective diffusivity coefficient. To

evaluate the LDC, the analytic solution gradients were fitted into the simulated gradi-

ents. Further, to study the effect of tortuosity on LDC, the tortuosity values were calcu-

lated for each and every structure. The Lagrangian particle tracking (LPT) method was

used to track the particle in the Eulerian fluid phase flow, i.e., individual particles were

tracked from the inlet to the outlet of the domain. In order to represent the PeL of the

Kelvin structure with that of the packed bed, a modified characteristic length correlation

was proposed as a function of strut dia and flow tortuosity.

d = ds(−5.2 + 6.7τ)

With the correlated characteristic length scale, the PeL of the ideal and random-

ized Kelvin structures are nearly equal to the packed bed data that are reported in the

literature.

Finally, in this study, heat transfer coefficients (HTC) were calculated for ideal and
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randomized Kelvin structures. The simulations were carried out for different working

fluids, air (Pr = 0.7), saltwater (Pr = 2) and water (Pr = 6) for various Reynolds numbers

10, 100, 500 and 750. From the simulation results, the Nusselt number results show

strong dependency on the porosity. Based on this, a new correlation (Nu-Re) was pro-

posed to estimate the HTC in open-cell foams. Further, to show that convective heat

transfer is a function of pressure drop, a correlation for the non-dimensional form of

Nusselt in terms of Hagen number was also proposed.

Nu = h.dh
kf

= 13.109ε2 + 0.58ε2Re0.6Pr1/3

Nu = h.dh
kf

= 11.38ε2 + 0.58ε2Hg0.3Pr1/3

However, the main advantage of the Nu-Hg correlation was that it is easy to estimate

heat transfer coefficients with only pressure drop data. The predicted HTC values are

compared with different experimental results, and it is found most of the values fall

within relative error of 15%. Moreover, the proposed correlations were validated by

comparing them with existing numerical and experimental data of various materials and

working fluids. Regardless of materials and working fluids, the proposed correlation is

able to predict HTC in reticulated porous structures within an acceptable RMSD of

±40%.

7.1 Future Scope

In the present numerical simulations, the analysis was performed up to the flow rate

of Re <1000 and thermal dispersion effects were neglected. The study can be extended

by examining the turbulent regime at higher flow rates, and it provides an excellent op-

portunity to investigate flow behaviour and how its hydraulic parameters are affected in

this regime. The study could be extended to examine the effect of thermal conductiv-

ity (various materials) and other thermal parameters (thermal dispersion) influence on

reticulated structures. The relation between the tortuosity and geometrical parameters

was not well correlated. It would be interesting to measure tortuosity with different
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geometrical parameters. Continuing from the earlier recommendation, it would be very

helpful to have a relation between geometric parameters like pore diameter, porosity,

specific surface area, domain length, or any combination of these. Another promising

possibility is to increase the specific surface area by modifying the circular strut shape

with equilateral triangular, square, diamond, hexagon and star shapes etc.. In this study,

the proposed correlations were validated with other experimental results. Future work

could focus on conducting experiments, due to the availability of additive manufac-

turing systems, it is possible to manufacture experimental samples using 3D printing.

Further, the study could be extended to study the applicability of proposed correla-

tions in various engineering applications (where porous media are used) such as porous

combustors, emission, radiant porous burners and volumetric solar reactors using the

volume-averaging model.

7.2 Closure

Finally, the overall conclusion of the present research work was summarized in

this chapter. The future scope and extension possibilities of the current work are also

reported at the end of this chapter.
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APPENDIX I

Numerical results of pressure drop

Table I.1: Pressure drop results of ideal structures.

Structure name Velocity [m/s] Pressure drop [Pa/m]

IDEAL 10 PPI 80% porosity

0.0435 22.04
0.4349 426.97
2.1746 4946.00
3.2619 9586.87

IDEAL 10 PPI 85% porosity

0.0406 15.93
0.4056 292.44
2.0282 3355.97
3.0424 6545.39

IDEAL 10 PPI 90% porosity

0.0353 9.76
0.3535 167.49
1.7675 1831.21
2.6512 3562.53

IDEAL 20 PPI 80% porosity

0.0866 174.20
0.8659 3359.60
4.3293 39155.00
6.4940 76012.00

IDEAL 20 PPI 85% porosity

0.0794 119.38
0.7943 2215.90
4.0100 25453.00
6.0200 49696.00

IDEAL 20 PPI 90% porosity

0.0703 74.81
0.7028 1301.60
3.5141 14308.00
5.2712 27883.00

IDEAL 30 PPI 80% porosity

0.1302 599.73
1.3016 11535
6.5078 134072
9.7617 257045

IDEAL 30 PPI 85% porosity

0.1219 377.3



1.2190 7364.3
6.0957 91445
9.1443 184859

IDEAL 30 PPI 90% porosity

0.1053 227.90
1.0533 4118.30
5.2664 48008.00
7.8996 95885.00

Table I.2: Pressure drop and specfic surface area results of Randomized structures (10
PPI 80% porosity).

Structure name S v (m-1) Velocity [m/s] Pressure drop

[Pa/m]

30 65 30 1392.29

0.0506 25.69
0.5061 542.35
2.5305 6692.60
3.7957 13102.00

30 65 40 1407.21

0.0494 27.95
0.4937 562.55
2.4683 6675.08
3.7025 12972.48

30 75 30 1406.61

0.0504 27.96
0.5040 572.02
2.5201 6841.59
3.7801 13294.60

30 75 40 1424.64

0.0504 29.40
0.5042 587.91
2.5207 6937.73
3.7812 13452.28

50 65 30 1414.86

0.0586 33.90
0.5862 721.50
2.9308 8702.36
4.3962 17074.15

50 65 40 1428.65

0.0583 33.48
0.5831 712.85
2.9153 8648.30
4.3729 16968.92

50 75 30 1414.46

0.0559 29.96
0.5591 647.36
2.7957 7898.91
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4.1935 15449.61

50 75 40 1438.20

0.0531 31.10
0.5306 631.48
2.6534 7550.23
3.9801 14622.76

70 65 30 1425.53

0.0580 33.69
0.5802 715.46
2.9014 8565.09
4.3520 16758.81

70 65 40 1428.65

0.0564 33.07
0.5636 689.74
2.8180 8185.38
4.2269 16079.70

70 75 30 1436.48

0.0587 34.45
0.5865 744.52
2.9325 8975.03
4.3988 17589.48

70 75 40 1447.23

0.0540 30.96
0.5404 650.46
2.7020 7821.39
4.0531 15333.12

Table I.3: Pressure drop and specfic surface area results of Randomized structures (10
PPI 85% porosity).

Structure name S v (m-1) Velocity

[m/s]

Pressure

drop

[Pa/m]

30 65 30 1271.71

0.0460 18.32
0.4603 354.50
2.3015 4223.26
3.4522 8270.30

30 65 40 1299.49

0.0476 18.85
0.4765 367.75
2.3826 4438.60
3.5740 8764.70

30 75 30 1281.12

0.0472 19.26
0.4716 373.66
2.3581 4451.68
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3.5372 8716.84

30 75 40 1283.15

0.0450 18.08
0.4506 342.90
2.2530 4066.80
3.3795 7946.27

50 65 30 1302.16

0.0458 18.83
0.4584 363.47
2.2918 4312.74
3.4377 8438.91

50 65 40 1302.13

0.0458 18.83
0.4584 363.48
2.2919 4312.72
3.4377 8438.69

50 75 30 1290.57

0.0522 21.60
0.5223 437.87
2.6114 5294.42
3.9171 10416.14

50 75 40 1312.03

0.0490 20.81
0.4901 410.37
2.4506 4895.46
3.6759 9594.06

70 65 30 1302.16

0.0494 18.92
0.4946 387.71
2.4731 4875.25
3.7096 9625.40

70 65 40 1328.94

0.0539 21.57
0.5389 445.72
2.6943 5550.87
4.0415 10993.53

70 75 30 1295.55

0.0512 21.37
0.5116 435.85
2.5580 5239.96
3.8369 10285.02

70 75 40 1327.63

0.0496 21.45
0.4966 428.12
2.4830 5144.10
3.7244 10096.21
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Table I.4: Pressure drop and specfic surface area results of Randomized structures (10
PPI 90% porosity).

Structure

name

S v (m-1) Velocity

[m/s]

Pressure

drop

[Pa/m]

30 65 30 1109.36

0.039 10.46
0.393 191.14
1.967 2264.88
2.950 4457.24

30 65 40 1123.78

0.040 11.78
0.395 210.81
1.977 2439.42
2.966 4769.60

30 75 30 1108.94

0.039 11.83
0.394 209.69
1.969 2389.17
2.953 4663.63

30 75 40 1123.91

0.041 12.74
0.414 226.98
2.068 2610.52
3.102 5115.12

50 65 30 1110.94

0.041 11.73
0.407 216.01
2.036 2507.86
3.054 4910.00

50 65 40 1125.37

0.042 12.39
0.418 228.76
2.088 2667.90
3.133 5227.31

50 75 30 1119.88

0.042 12.26
0.420 227.93
2.101 2674.68
3.152 5254.34

50 75 40 1138.33

0.041 12.58
0.406 226.41
2.029 2598.31
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3.044 5077.05

70 65 30 1134.30

0.043 12.50
0.430 232.83
2.152 2701.49
3.228 5289.83

70 65 40 1136.53

0.044 11.41
0.441 219.51
2.205 2694.08
3.307 5340.96

70 75 30 1126.45

0.042 12.54
0.418 232.27
2.090 2681.25
3.136 5242.60

70 75 40 1139.17

0.042 13.07
0.424 239.97
2.121 2771.01
3.182 5421.71
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APPENDIX II

Numerical results of dispersion coefficient

Table II.1: Longitudinal dispersion coefficient values of ideal structures.

Structure name Velocity [m/s] LDC [m2/s]

IDEAL 10 PPI 80% porosity

0.0435 1.462E-05
0.4349 1.787E-04
2.1746 1.812E-03
3.2619 2.790E-03

IDEAL 10 PPI 85% porosity

0.0406 1.454E-05
0.4056 1.360E-04
2.0282 1.356E-03
3.0424 2.243E-03

IDEAL 10 PPI 90% porosity

0.0353 1.458E-05
0.3535 1.126E-04
1.7675 8.979E-04
2.6512 1.255E-03

IDEAL 20 PPI 80% porosity

0.0866 1.477E-05
0.8659 1.864E-04
4.3293 1.715E-03
6.4940 2.652E-03

IDEAL 20 PPI 85% porosity

0.0794 1.480E-05
0.7943 1.290E-04
4.0100 1.238E-03
6.0200 2.194E-03

IDEAL 20 PPI 90% porosity

0.0703 1.483E-05
0.7028 9.287E-05
3.5141 7.570E-04
5.2712 1.142E-03

IDEAL 30 PPI 80% porosity

0.1302 1.495E-05
1.3016 1.866E-04
6.5078 1.740E-03
9.7617 2.794E-03



IDEAL 30 PPI 85% porosity

0.1219 1.509E-05
1.2190 1.171E-04
6.0957 9.753E-04
9.1443 2.143E-03

IDEAL 30 PPI 90% porosity

0.1053 1.450E-05
1.0533 6.908E-05
5.2664 6.247E-04
7.8996 1.000E-03

Table II.2: Longitudinal dispersion coefficient values of Randomized structure (10 PPI
80% porosity).

Structure

name

Velocity

[m/s]

LDC [m2/s]

30 65 30

0.050607 2.517E-05
0.506068 2.689E-04
2.530489 1.622E-03
3.795734 2.527E-03

30 75 40

0.050446 2.367E-05
0.504175 2.579E-04
2.52073 1.857E-03

3.781168 2.525E-03

50 65 30

0.058584 2.929E-05
0.586172 3.549E-04
2.930776 2.104E-03
4.396206 2.999E-03

50 75 40

0.053064 2.993E-05
0.530641 3.598E-04
2.653356 2.755E-03
3.980108 3.153E-03

Table II.3: Longitudinal dispersion coefficient values of Randomized structure (10 PPI
85% porosity).

Structure

name

Velocity

[m/s]

LDC [m2/s]

30 65 30

0.04599 1.854E-05
0.460294 1.564E-04
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2.301468 1.487E-03
3.452163 2.250E-03

30 75 40

0.045033 2.015E-05
0.450636 1.655E-04
2.253026 1.562E-03
3.379539 2.315E-03

50 65 30

0.045807 2.367E-05
0.458375 2.579E-04
2.291797 1.622E-03
3.437734 2.525E-03

50 75 40

0.049034 2.564E-05
0.490091 2.771E-04
2.450619 1.717E-03
3.675887 2.625E-03

Table II.4: Longitudinal dispersion coefficient values of Randomized structure (10 PPI
90% porosity).

Structure

name

Velocity

[m/s]

LDC[m2/s]

30 65 30

0.039338 1.546E-05
0.393382 1.244E-04
1.96683 1.099E-03

2.950286 1.357E-03

30 75 40

0.041351 1.743E-05
0.413597 1.602E-04
2.067814 1.115E-03
3.101764 1.540E-03

50 65 30

0.040745 2.067E-05
0.407192 2.479E-04
2.03613 1.522E-03

3.054238 2.251E-03

50 75 40

0.040591 2.125E-05
0.405828 2.541E-04
2.029058 1.752E-03
3.043587 2.378E-03

145



APPENDIX III

Numerical results of heat transfer coefficients

Table III.1: Heat transfer coefficient values of ideal structures (fluid of Pr = 0.7).

Structure name Velocity [m/s] HTC (W/m2K)

IDEAL 10 PPI 80% porosity

0.0435 98.78
0.4349 140.65
2.1746 251.16
3.2619 286.38

IDEAL 10 PPI 85% porosity

0.0406 97.00
0.4056 142.97
2.0282 241.83
3.0424 278.17

IDEAL 10 PPI 90% porosity

0.0353 97.42
0.3535 138.75
1.7675 224.56
2.6512 259.19

IDEAL 20 PPI 80% porosity

0.0866 207.35
0.8659 296.01
4.3293 509.01
6.4940 574.45

IDEAL 20 PPI 85% porosity

0.0794 202.78
0.7943 286.93
4.0100 486.08
6.0200 555.94

IDEAL 20 PPI 90% porosity

0.0703 191.83
0.7028 279.64
3.5141 447.11
5.2712 520.20

IDEAL 30 PPI 80% porosity

0.1302 295.73
1.3016 439.56
6.5078 782.74
9.7617 903.45

IDEAL 30 PPI 85% porosity

0.1219 287.09
1.2190 404.39



6.0957 626.83
9.1443 695.35

IDEAL 30 PPI 90% porosity

0.1053 297.90
1.0533 403.06
5.2664 569.81
7.8996 622.00

Table III.2: Heat transfer coefficient values of ideal structures (fluid of Pr = 2).

Structure name Velocity [m/s] HTC (W/m2K)

IDEAL 10 PPI 80% porosity

0.0009 2798.40
0.0093 4797.35
0.0467 8445.01
0.0701 9257.43

IDEAL 10 PPI 85% porosity

0.0019 5595.06
0.0186 9464.61
0.0930 16832.94
0.1396 18419.19

IDEAL 10 PPI 90% porosity

0.0028 8222.12
0.0280 14320.79
0.1399 26050.67
0.2098 28950.57

IDEAL 20 PPI 80% porosity

0.0009 2785.83
0.0087 4634.69
0.0436 8231.84
0.0654 9105.93

IDEAL 20 PPI 85% porosity

0.0017 5543.22
0.0173 9524.61
0.0864 16355.66
0.1296 18117.10

IDEAL 20 PPI 90% porosity

0.0026 8663.68
0.0262 14440.19
0.1310 24901.16
0.1965 27649.77

IDEAL 30 PPI 80% porosity

0.0008 2800.84
0.0076 4417.76
0.0380 7713.03
0.0570 8678.91

IDEAL 30 PPI 85% porosity

0.0015 5251.38
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0.0151 8798.97
0.0755 15323.45
0.1133 17303.35

IDEAL 30 PPI 90% porosity

0.0023 8078.81
0.0226 13419.84
0.1132 23033.56
0.1698 26035.03

Table III.3: Heat transfer coefficient values of ideal structures (fluid of Pr = 6).

Structure name Velocity [m/s] HTC (W/m2K)

IDEAL 10 PPI 80% porosity

0.0025 2916.43
0.0250 5814.51
0.1252 9155.98
0.1879 9592.42

IDEAL 10 PPI 85% porosity

0.0050 5810.78
0.0499 11626.75
0.2493 18123.59
0.3740 19059.14

IDEAL 10 PPI 90% porosity

0.0075 8648.98
0.0750 17797.29
0.3748 27503.00
0.5622 28378.62

IDEAL 20 PPI 80% porosity

0.0023 2905.05
0.0235 5621.03
0.1168 9028.76
0.1752 9497.92

IDEAL 20 PPI 85% porosity

0.0046 5781.50
0.0463 11127.50
0.2315 17979.53
0.3473 18922.52

IDEAL 20 PPI 90% porosity

0.0070 9140.93
0.0702 17227.13
0.3511 27443.06
0.5267 28950.77

IDEAL 30 PPI 80% porosity

0.0020 2922.24
0.0204 5282.04
0.1018 8711.66
0.1527 9318.09
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IDEAL 30 PPI 85% porosity

0.0040 5825.42
0.0405 10435.12
0.2024 17408.02
0.3036 18508.10

IDEAL 30 PPI 90% porosity

0.0061 8674.41
0.0607 15824.73
0.3033 26369.14
0.4550 28033.76

Table III.4: Heat transfer coefficient values of Randomized structure of 10 PPI 80%
porosity (fluid of Pr = 0.7).

Structure

name

Velocity [m/s] HTC (W/m2K)

30 65 30

0.0506 70.49
0.5061 144.61
2.5305 263.73
3.7957 296.98

30 65 40

0.0494 76.32
0.4937 141.75
2.4683 261.39
3.7025 294.63

30 75 30

0.0504 78.06
0.5040 152.82
2.5201 269.01
3.7801 301.87

30 75 40

0.0504 77.74
0.5042 148.12
2.5207 268.53
3.7812 301.56

50 65 30

0.0586 62.42
0.5862 148.58
2.9308 270.94
4.3962 304.68

50 65 40

0.0583 65.91
0.5831 147.81
2.9153 269.10
4.3729 302.59

50 75 30

0.0559 62.56
0.5591 151.42
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2.7957 273.76
4.1935 306.20

50 75 40

0.0531 67.51
0.5306 148.90
2.6534 269.15
3.9801 301.91

Table III.5: Heat transfer coefficient values of Randomized structure of 10 PPI 85%
porosity (fluid of Pr = 0.7).

Structure

name

Velocity

[m/s]

HTC

(W/m2K)

30 65 30

0.0460 67.88
0.4603 140.60
2.3015 254.32
3.4522 286.91

30 65 40

0.0476 70.00
0.4765 143.58
2.3826 259.68
3.5740 292.88

30 75 30

0.0472 77.33
0.4716 151.16
2.3581 262.62
3.5372 295.57

30 75 40

0.0450 71.20
0.4506 141.77
2.2530 255.06
3.3795 287.03

50 65 30

0.0458 68.18
0.4584 135.22
2.2918 249.64
3.4377 283.25

50 65 40

0.0458 68.18
0.4584 150.10
2.2919 249.65
3.4377 299.67

50 75 30

0.0522 68.35
0.5223 151.90
2.6114 269.20
3.9171 301.95
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50 75 40

0.0490 74.75
0.4901 150.10
2.4506 267.43
3.6759 299.67

Table III.6: Heat transfer coefficient values of Randomized structure of 10 PPI 90%
porosity (fluid of Pr = 0.7).

Structure

name

Velocity

[m/s]

HTC

(W/m2K)

30 65 30

0.0393 79.91
0.3934 138.47
1.9668 248.70
2.9503 281.44

30 65 40

0.0396 73.62
0.3954 140.50
1.9770 250.03
2.9655 282.27

30 75 30

0.0394 80.74
0.3938 145.65
1.9689 252.68
2.9533 284.67

30 75 40

0.0414 76.03
0.4136 148.44
2.0678 256.43
3.1018 288.45

50 65 30

0.0407 75.14
0.4072 137.60
2.0361 245.15
3.0542 277.36

50 65 40

0.0418 70.47
0.4177 137.61
2.0884 249.88
3.1326 282.16

50 75 30

0.0420 76.58
0.4203 150.20
2.1013 260.12
3.1519 291.84

50 75 40

0.0406 82.93
0.4058 149.33
2.0291 255.81
3.0436 287.58
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