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ABSTRACT

Underwater Acoustic Sensor Networks (UASNs) are the technologies used to ex-

plore underwater resources. UASNs have been used in numerous applications such as

environmental monitoring, underwater surveillance, underwater exploration, detection

of resources and disasters, etc. However, UASNs face several fundamental issues like

low bandwidth due to the environmental noise, high bit error rate as a result of fading

and multipath propagation, energy constraints on nodes, security as they are vulnerable

to active and passive attacks, complicated routing due to dynamic network topology and

variation of the link quality between nodes.

The UASNs architecture consists of sensor nodes deployed underwater for sensing

the events and forwarding or routing the data, in one or multiple hops, to the sink nodes

deployed at the water’s surface. Wireless routing has three significant categories, that

are proactive, reactive, and geographic routing. However, proactive routing requires

transmission of more number control packets, thus increasing energy consumption and

overhead on the network. The reactive routing results in increased end-to-end delay

due to high propagation delay. Geographic routing forwards the data, using the position

information of the neighbors and the sink. It uses greedy forwarding, and every node

determines only its next hop, rather than the end-to-end path.

Geographic routing is the most suitable protocol to forward data from the source

to the sink node in UASNs. However, communication void or void node is one of the

major challenges in UASNs to deliver the data to the sink reliably. The non-availability

of a neighbor, in the positive progress to a source or forwarding node, results in a

communication void. Communication void impacts the performance of the UASNs

in terms of packet loss, high end-to-end delay, waste of energy, etc. Primary reasons

for communication void are, node movement due to water current, ship movement, or a

drop in Signal-to-Noise Ratio (SNR) between nodes. Many methods are proposed in the

literature to deal with the communication void, such as backward forwarding, topology



adjustment, transmission power adjustment, etc. The major drawbacks of these methods

are, void nodes as a part of routing, loops, unreachable data to the sink, more duplicate

packets, hidden-node issues, and more energy consumption.

This thesis mainly addresses the issues of the communication void in underwater

routing. In existing void-aware routing protocols, the source/forwarder node decides

the next hop using multiple attributes, such as hop count, residual energy, distance with

the neighbor, depth, Packet Delivery Probability (PDP), status (void or normal), etc.,

of the neighboring nodes. However, the priorities of the individual attributes are not

considered in determining the next hop(s). Hence, this thesis presents the selection or

identification of an appropriate combination of attributes of neighboring nodes. Ac-

cordingly, this thesis proposes the Enhanced-Void-Aware Routing (E-VAR) protocol,

which uses a combination of the neighbor’s status and Euclidean distance between the

neighbor to the sink attributes to decide the next hop for delay-sensitive applications.

Further, Link Quality-based Routing Protocol (LQRP) proposed in this thesis uses link

quality between source to neighbors and neighbor to its best hop as attributes. Addi-

tionally, applying appropriate weights, a suitable neighbor is selected as its next hop.

The LQRP protocol achieves better reliability than the state-of-the-art protocol. The

Location-Free Void Avoidance Routing (LFVAR) protocol proposed in this thesis uses

status, hop count, and depth of neighbor as attributes. Further, by computing the cost of

neighbors, one of them is selected as the next hop. The Link and Void-Aware Routing

(LVAR) protocol proposed in this thesis uses status, PDP, and hop count of neighbor as

attributes to select the next hop.

The state-of-the-art routing protocols proposed in the literature do not consider Mul-

tiple Attribute Decision Making (MADM) techniques to evaluate the neighboring nodes

using identified attributes. Hence, this study proposes a Cluster-based Multi-Attribute

Routing (CMAR) protocol. CMAR is a sender-based, opportunistic routing protocol.

The source/forwarder node evaluates its neighbors using the Technique for Order Pref-

erence by Similarity to Ideal Solution (TOPSIS) method. Additionally, it forms the

cluster(s) of neighboring nodes, consisting of a threshold number of nodes in the vicin-

ity of each other. The source/forwarder node forwards the data to the cluster using

ii



opportunistic routing.

The protocols (E-VAR, LQRP, LFVAR, LVAR, and CMAR) designed, as a part of

this research work, are simulated and evaluated in industry-standard simulators such as

MATLAB and UnetStack. UnetStack is an agent-based simulator used to develop and

evaluate underwater protocols. Further, E-VAR, LQRP, LFVAR, LVAR, and CMAR

are evaluated in terms of various metrics such as the number of nodes reachable to the

sink, number of nodes not reachable to the sink due to loops, packet delivery ratio, hop

count, propagation distance from source to the sink, throughput, number of the clusters

formed, number of times a void node is part of the routing, etc.

In conclusion, the major contribution of this thesis, focuses on identifying the most

suitable combination of attributes of neighbors to select the next hop(s) with E-VAR,

LQRP, LFVAR, and LVAR, further evaluating neighboring nodes, using the MADM

approach with CMAR protocol. Additionally, designed protocols are evaluated using

MATLAB or UnetStack and are compared with state-of-the-art routing protocols.

Keywords: Underwater routing, Void node, Communication void, Multiple Attribute

Decision Making, Next hop, Hop count.
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CHAPTER 1

INTRODUCTION

More than 70% of the earth’s surface is covered by water. The depth of water bodies are

reserve of minerals, petroleum, biological resources, etc. However, underwater depths

are explored only to a small extent (Coutinho et al. 2018). Communication technology

plays a major role in exploring the underwater and has attained a major focus among

researchers and the business community. Moreover, oceans being the primary source of

water, a cabled observation system is one of the initial solutions to monitor the oceans.

However, they are not economically feasible to deploy and maintain in an extensive

monitoring area (Chitre 2022b). To overcome the issues of cabled observation systems,

the field of Underwater Wireless Sensor Networks (UWSNs) has emerged as a result of

advances in wireless technology.

UWSNs can use three types of possible wireless technology for underwater commu-

nication: radio, optical and acoustic. However, in UWSNs, radio waves are absorbed by

the water and transmit longer distances only at lower frequencies, resulting in the need

for more transmission power. On the other hand, optical waves suffer from scattering.

Thus, radio and optical waves are suitable only for short-range underwater communi-

cation (Chitre et al. 2014b; Akyildiz et al. 2005). The physical properties of acoustic

waves perform better and are more suitable for long-range underwater communication

(Zheng et al. 2019). The technology that uses acoustic waves for underwater commu-

nication is called Underwater Acoustic Sensor Networks (UASNs).
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1. Introduction

Figure 1.1: UASNs architecture.

Figure 1.1 presents the simple architecture of the UASNs. It consists of sensor

nodes, Autonomous Underwater Vehicles (AUVs), a gateway node or sink, and a ground

station. These are elaborated as follows:

• Sensor node

The sensor nodes detect a particular event in underwater. One sensor node is ca-

pable of communicating with others, using an acoustic link. Further, the sensed

event is transmitted to the gateway, or the sink through single or multi-hop com-

munication, through intermediate sensor nodes.

• Autonomous Underwater Vehicles (AUVs)

AUVs are vehicles which dive into the water and move in the monitoring area.

Further, sense or relay the data and send it to the gateway or sink node.

• Gateway node or sink

A gateway node or sink is deployed at the water surface. It has the capability

of both acoustic and radio communication. The sink collects sensed data from

underwater sensor nodes using acoustic links. Collected information at the sink

is sent to the ground station using a radio link.

• Ground station
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The ground station receives the data from the sink nodes deployed at the water

surface. The ground station further processes the data received from the sink and

sends it to external processing sources like satellites or remote stations.

UASNs have become a prominent field in communication due to their wide range

of applications. UASNs have applications in disaster detection, resource detection, en-

vironmental monitoring, underwater surveillance, underwater exploration, etc. (Ismail

et al. 2022a; Karim et al. 2021; Felemban et al. 2015; Akyildiz et al. 2004, 2006).

These applications of UASNs are further elaborated as follows:

• Disaster detection

Sensors deployed at nodes of UASNs measure the seismic activity and generate

early warnings in case of a tsunami. For example, tsunami detection and warning

system has been developed (Kumar et al. 2012). In another example, a Tsunami

alert system is designed in which underwater nodes collect information on the

magnetic field, wave gradient, and heat energy. Further, using this information

and intelligent data retrieval technique, Tsunami is detected (Virmani and Jain

2016).

• Resource detection

UASNs are used to explore various ocean mining and petroleum resources.

• Environment monitoring

UASNs have a wide range of underwater environmental monitoring applications.

To obtain information about the water quality in the ocean, river, and lake, UASNs

can be used. Further, to study the variation of the temperature and salinity and

to detect oil spills, UASNs play a significant role. For example, the aqueous

sensor network system (Yang et al. 2002) is designed to monitor water quality in

drinking water reservoirs. The system has a number of nodes. Nodes consist of

sensors capable of measuring pH value. The node can also forward sensed data

to the sink through multi-hop communication. An underwater network system is

designed to monitor gradient in temperature (Zhang et al. 2004). Further, the

event must notified if the gradient is beyond the threshold.
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• Underwater surveillance

UASNs is used in surveillance application where the intrusion of foreign objects

is detected. For example, an underwater surveillance system is developed to de-

tect submarines, small delivery vehicles, miners, and divers (Cayirci et al. 2006).

• Undersea exploration

UASNs are used in determining the routes to the undersea cables and pipelines.

They are also deployed to monitor the underwater pipeline infrastructure and no-

tify the reliability issues of it (Mohamed et al. 2010).

Despite several applications of UASNs, it faces a number of challenges, and they

are elaborated on, in the following section.

1.1 CHALLENGES OF UASNs

Major challenges of UASNs are their low bandwidth, large propagation delay, high bit

error rate, energy constraint, node failure, and routing in dynamic underwater environ-

ment (Ismail et al. 2022a; Luo et al. 2021; Karim et al. 2021; Jiang 2018; Felemban

et al. 2015; Han et al. 2015; Erol-Kantarci et al. 2011a).

• Low bandwidth

UASNs have bandwidth of a few thousand bits per second, resulting in much

lower data rates. The major reasons for limited bandwidth are environmental

noise and underwater characteristics. Further, bandwidth also depends on trans-

mission or coverage range and frequency used by underwater nodes for acoustic

communication (Ghoreyshi et al. 2017). However, data rates can be increased

using short-range communication but require more intermediate nodes to deliver

the data to the sink.
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• Large propagation delay

The speed of the acoustic waves in underwater communication is around 1500

m/s, resulting in a high propagation delay. Apart from depth, underwater propa-

gation delay depends on chemical composition, such as salinity and temperature

of water (Burrowes and Khan 2010).

• High bit error rate

The quality of acoustic waves in underwater communication is not predictable

and varies frequently. Underwater acoustic communication causes a high bit error

rate due to fading and multipath propagation (Burrowes and Khan 2010). The

multipath propagation is caused due to the reflection and refraction is caused due

to underwater objects (Wati et al. 2019).

• Energy constraint

Energy consumption is another major challenge in UASNs, as replacing or recharg-

ing the battery is hard to accomplish. Further, energy consumed in UASNs is

more than that of terrestrial sensor networks (Ismail et al. 2022a).

• Nodes are prone to failures

Nodes in the UASNs are prone to failure due to the underwater environment in

which it is deployed.

• Routing

Dynamic network topology due to water current and variable link quality be-

tween nodes, result in increased complexity of underwater routing (Ghoreyshi

et al. 2017).

As shown in Figure 1.1, to forward the data, the routing protocol determines the

path from the source to the sink. Underwater routing is challenging as it has to fulfill

the requirements, such as end-to-end delay, reliability, etc., with minimum resource

consumption to route packets from the source to the sink node. Thus, the following

section presents various routing strategies and their pros and cons.
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1.2 UNDERWATER ROUTING STRATEGIES

Figure 1.2: Types of the wireless routing protocols.

As shown in Figure 1.2, routing in wireless networks is mainly classified into three

types: proactive, reactive, and geographic routing. In proactive routing, every node

maintains an up-to-date routing path, to every other node in the network, by period-

ically sending control packets to its neighbors. However, proactive routing requires

more control packets to determine the path for the first time. Further, when topology

changes due to node failure or mobility, the transmission of control packets is required

to maintain an up-to-date path to every node in the network. However, underwater rout-

ing does not need to establish the path to every other node. Due to frequent changes

in the topology, proactive routing results in transmission of more control packets which

causes fast energy dissipation of the node energy. Thus, proactive routing approach

may not be suitable for underwater routing (Pompili and Akyildiz 2009; Ghoreyshi

et al. 2017).

The next category of routing protocol is reactive routing; the reactive routing pro-

tocol is also known as the ‘on-demand’ routing protocol, in which the path to the sink

is discovered only when it is needed. The path to the sink is initiated by broadcasting

the route request packets in the network. Even though reactive routing is better for dy-

namic environments, finding the path to other nodes takes a longer time in underwater,

due to the large propagation delay of acoustic signals. As a result, reactive routing has

a high end-to-end delay and is unsuitable for underwater routing (Akyildiz et al. 2005;

Ghoreyshi et al. 2017).

The final category of routing protocols is geographic routing, in which a node selects

the next hop based on the position of the neighbors and the sink node. Geographic rout-

ing uses the greedy forwarding technique, which is different from end-to-end routing
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(Ghoreyshi et al. 2017). In end-to-end routing, the path from source to sink is discov-

ered during path discovery. However, in greedy forwarding, a node only determines the

next hop at every node (Kheirabadi and Mohamad 2013). In greedy forwarding, the

forwarding node transfers packets to a node that is closer to the sink than itself (Pompili

and Melodia 2005; Tzu-Chiang et al. 2013).

A few significant advantages of greedy forwarding are scalability and simplicity.

Greedy forwarding provides a relatively better result in comparison to proactive and

reactive protocols. A major challenge concerning the greedy forwarding technique is

its failure to forward the packets in the event of communication void or local maxima

or void node (Tzu-Chiang et al. 2013). In the void node or communication void sce-

nario, the forwarding node cannot find any neighbor with positive advancement toward

the sink, even though there exists a valid path from the source/forwarder to the sink

(Ghoreyshi et al. 2017). Hence, this thesis focuses on addressing the void node prob-

lem in underwater routing. The following section presents the void node and its impact

on the performance of the UASNs.

1.3 VOID NODE IN UASNs
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Figure 1.3 presents typical void node scenario in UASNs. In greedy forwarding,

each node transmits packets to a neighboring node with a distance to sink closer than

itself. If assumed that a node forwards a packet to a neighboring node that has the

highest positive advancement, there may be a situation where a node cannot find a

neighboring node with positive advancement. Such nodes are termed void nodes or

stuck nodes, or local maxima nodes (Ghoreyshi et al. 2017; Kheirabadi and Mohamad

2013; Tzu-Chiang et al. 2013). The other consequence of a void node is a trap node in

the routing. A trap node is a node in which greedy forwarding leads to a void node (Noh

et al. 2012). In Figure 1.3, node f is a void node as it does not have any neighbors

with positive advancement. Further, nodes s, a, b, c, d, and e are trap nodes because,

packets are forwarded by all these nodes leading to a void node f and are stuck at

that node. The area covered by f-g-h-i-j-k-l-m-n-f (as shown in Figure 1.3) is called

communication void region.

The advancement of the neighbor is calculated as follows. Let i be a node with a

packet to forward, j be a neighboring node (j is in the transmission or communication

range of i), and the sink S. The advancement of a node j with respect to i, towards the

sink S, can be calculated as per Eq. (1.1) (Coutinho et al. 2015a)

ADVi,j = Di,S −Dj,S (1.1)

where Di,S is the distance from node i to the sink S. ADVi,j is the advancement of

node j with respect to i towards sink S. In location-based routing, Di,S is the Euclidean

distance between node i and S. Suppose i(ix, iy, iz) are the 3D coordinates of i and

S(Sx, Sy, Sz) are the 3D coordinates of S. Then Euclidean distance between i and S

can be calculated as follows:

Di,S =
√

(Sx − ix)2 + (Sy − iy)2 + (Sz − iz)2 (1.2)
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In depth-based routing (pressure-based routing), Di,S is the depth of node i or the

minimal distance between node i and the water surface. One of the nodes with the high-

est advancement in the candidate forwarding set is selected as the next hop. Candidate

forwarding set of node i is calculated as (Noh et al. 2012):

Ci = {j ∈ Ni : ADVi,j > 0} (1.3)

where Ni is the set of neighboring nodes of i. An empty Ci indicates that node i does

not have any neighbor with positive advancement. Thus, node i is referred to as a void

node. The distance between nodes is not the only reason for the void node situation, a

number of other factors, alone or in combination, are responsible for it. Some reasons

for the void node are ship movement between/over the nodes, sparse deployment of

nodes, and noise. Packets received by a void node is not forwarded further towards the

sink and dropped by the void node if void-handling/recovery/processing mechanisms

are not defined. If the void node scenario is not handled properly, the performance of

UASNs is affected. Some consequences of the mishandling of void problems are:

• Increased end-to-end delay

• Packet loss

• Increased hop count

• Looping during routing

1.4 VOID-HANDLING IN UASNs

There is a need for a void-handling strategy to overcome the impact of the void node in

UASNs. The void-handling strategy needs to be defined in the routing protocol. Rout-

ing protocols dealing with void nodes are called void-aware or void-handling routing

protocols. Nodes in the void-handling routing protocols can detect their status (void

or normal). The source/forwarder node in void-handling routing protocol uses multiple

attributes of its neighbor to decide the next hop. Some of the attributes of neighbors that
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the source/forwarder node uses in determining the next hop are hop count (Nazareth and

Chandavarkar 2021b; Guan et al. 2019), residual energy, distance with the neighbor

(Javaid et al. 2018), depth (Ghoreyshi et al. 2015), status, and Packet Delivery Prob-

ability (PDP) (Alasarpanahi et al. 2020). However, choosing a suitable combination

of attributes is a major challenge, since it affects the performance of UASNs directly.

Additionally, all the attributes of nodes do not have a similar priority. However, in ex-

isting methods, the source/forwarder node, without considering the priority of attributes

of neighbors, decides their next hop. To overcome this issue, this research focuses on

using Multi-Attribute Decision Making (MADM) to decide the next hop. MADM con-

siders the priority of the attributes and combines the multiple conflicting attributes of

neighboring nodes. Further, it computes the suitability of neighboring nodes to become

the next hop(s).

1.5 MULTI-ATTRIBUTE DECISION MAKING

Multi-Attribute Decision Making (MADM) is a field of operations research that is

used in decision-making where a number of finite alternatives are present (Vinogradova

2019). In the case of the routing in UASNs, the alternatives are the neighboring nodes.

The method used in MADM is able to assess multiple conflicting attributes of neigh-

boring nodes and computes their score or rank. The outcome of MADM depends on

the attributes of the neighboring nodes and the importance or impact of each attribute

in decision-making. Their weight usually determines the importance or impact of at-

tributes. MADM has many methods to compute the score or rank of the neighboring

nodes; some of them are the Simple Additive Weighting (SAW) method (Rao 2007),

ELECTRE method (Figueira et al. 2013), and Technique for Order of Preference

by Similarity to Ideal Solution (TOPSIS) (Panda and Jagadev 2018; Behzadian et al.

2012).

1.6 MOTIVATION

UASNs are used in various underwater applications like disaster detection, resource de-

tection, surveillance, and underwater exploration. As mentioned in Section 1.3, if void
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nodes are not handled appropriately, it causes increased end-to-end delay or packet loss

or consumes more resources. Especially in the case of some critical applications, like

disaster detection and underwater surveillance, void nodes during routing, which com-

promise the reliability of the application. Thus, it is essential to design void-handling

routing protocols that aim at reducing end-to-end delay, high packet delivery ratio, and

efficient consumption of resources during routing. Hence, this research focuses on de-

signing a void-aware underwater routing protocol that optimally selects the next hop(s).

1.7 CONTRIBUTIONS OF THIS THESIS

This section highlights the contributions of the thesis.

• Enhanced-Void-Aware Routing (E-VAR) protocol for UASNs

E-VAR is a void avoidance underwater routing protocol. It uses neighboring

node’s status as primary criterion. Further, Euclidean distance from the neigh-

bors to the sink is a secondary criterion. The E-VAR protocol is compared with

the state-of-the-art Interference-aware routing (Intar) (Javaid et al. 2018) and

Backward-forwarding (Ghoreyshi et al. 2017), using MATLAB. The results

show that the E-VAR protocol avoids the looping during data forwarding and

results in a lower hop count to reach the sink.

• Link Quality-based Routing Protocol (LQRP)

LQRP is an underwater routing protocol. It takes the routing decision based on

two-hop link quality. Appropriate weights are assigned to the source/forwarder

node, to its neighbor and between the neighbor, to its next hop. Further, the

cost of the neighbors is determined. Based on cost, the next hop is selected.

Using MATLAB, the LQRP is compared with the state-of-the-art Link Quality

Estimation based Routing (LQER) (Jiang et al. 2006) protocol. The results show

that LQRP outperforms the LQER in terms of Packet Delivery Ratio (PDR).

• Location-Free Void Avoidance Routing (LFVAR) protocol

LFVAR is a void avoidance underwater routing protocol. It uses the status of

neighboring nodes as a primary attribute. Additionally, the source/forwarder node
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determines the cost of every normal neighboring node, using depth and hop count.

Based on the cost of neighbors, the source/forwarder node selects the next hop.

LFVAR ensures that void nodes are not a part of the routing path from the source

to the sink. The void node finds the recovery path in the higher depth, through a

node with the lowest depth difference. The LFVAR protocol is compared with the

state-of-the-art Intar using the UnetStack (Chitre 2022b) simulator. The results

show that the LFVAR protocol outperforms Intar in terms of average hop count,

end-to-end delay, PDR, throughput, and energy consumption.

• Link and Void Aware Routing (LVAR) protocol

LVAR is a void avoidance underwater routing protocol. It uses the status of neigh-

boring nodes as a primary attribute. Additionally, using PDP and the hop count

of neighboring nodes, the source/forwarder node determines the next hop. LVAR

ensures that the void nodes are not involved during the packet forwarding. The

void node finds the recovery path in the higher depth, through a node with the

lowest depth difference, with reference to the source. The LVAR protocol is com-

pared with the state-of-the-art Intar, using the UnetStack simulator. The results

show that the LVAR protocol outperforms Intar in terms of hop count, end-to-end,

and throughput.

• Cluster-based Multi-Attribute Routing (CMAR) protocol

CMAR is a sender-based, opportunistic underwater routing protocol. It uses

the status of the normal neighboring nodes, deployed at a lower depth than the

source/forwarder node, as the primary attribute. Additionally, CMAR uses ad-

vancement and PDP of normal nodes present at a lower depth. CMAR uses

Multi-Attribute Decision Making (MADM) approach to prioritize the nodes. Fur-

ther, using the priority of the nodes and the threshold (Th) number of nodes to

be clustered, candidate forwarding set(s) is/are obtained. The source/forwarder

node sends its data to its cluster. Upon receiving the data, nodes that are part of the

cluster, coordinate the further forwarding, by computing hold time. The CMAR

protocol is compared with the state-of-the-art HydroCast (Noh et al. 2015) us-

ing MATLAB. The results show that CMAR protocol outperforms HydroCast in
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terms of the number of forwarding nodes, number of clusters formed, expected

packet advancement, number of times void nodes are selected as part of the for-

warding set, and transmission reliability.

1.8 ORGANIZATION OF THE THESIS

The remaining part of the thesis is organized as follows:

Chapter 2 elaborates on the classification of existing state-of-the-art void-handling

underwater routing protocols, attributes used in determining the next hop, and their

issues. Further, discusses open issues associated with void-handling routing protocols.

Chapter 3 elaborates on the research problem and its description. Further, research

objectives are presented.

Chapter 4 presents the proposed E-VAR protocol’s design, simulation, and evalua-

tion. The E-VAR determines the next hop by using its neighbor’s status and Euclidean

distance to the sink. E-VAR ensures that void nodes do not participate in data forward-

ing.

Chapter 5 elaborates on the design, simulation, and evaluation of the proposed

LQRP. LQRP uses a two-hop link quality in deciding the next hop.

Chapter 6 presents the detailed design, simulation, and evaluation of the LFVAR

protocol. LFVAR generates awareness of the status, depth, and hop count information

of nodes in the network. Using this information source/forwarder node determines the

next hop, which avoids the void node.

Chapter 7 presents the detailed design, simulation, and evaluation of the LVAR

protocol. It uses status, hop count, depth, and PDP as attributes in deciding the next

hop. LVAR ensures that the void node does not participate in packet forwarding.

Chapter 8 elaborates on the detailed design, simulation, and evaluation of design

and evaluation of the CMAR protocol. CMAR determines Th of nodes in the candi-

date forwarding set, by applying the MADM approach and novel clustering technique.

Additionally, using holding time computation, nodes forward the received data.

13



1. Introduction

Finally, Chapter 9 summarizes the research contributions of the thesis and direc-

tions for future improvements in this area.

1.9 SUMMARY

This chapter presented the UASNs, their applications, and some of their significant

challenges. Additionally, this chapter elaborated on various wireless routing strategies

for UASNs; void node issues arising during underwater routing and their impact are

also explained. Further elaborated, is the need to design a void-aware routing protocol

using MADM technique. Finally, this chapter concludes contribution and organization

of this research.

The next chapter presents the state-of-the-art void-aware routing protocols that ex-

ists in the literature.
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CHAPTER 2

LITERATURE SURVEY

Underwater routing is one of the challenging fields in the UASNs due to dynamic net-

work topology. Void nodes in UASNs further increase the complexity of the routing.

Based on the capability to handle void nodes, routing protocols are classified into void-

ignorance and void-handling or void-aware routing protocols. The void-ignorance rout-

ing protocols do not have any mechanism to address void node issues. However, void-

handling protocols offer techniques for dealing with void nodes, such as determining

a recovery path or avoiding them during routing. This research focuses on designing

void-handling routing protocols and this chapter elaborates only on void-handling rout-

ing protocols. Void-handling routing protocols are classified into location-based and

depth-based underwater routing protocols. The classification of void-handling routing

protocols followed by state-of-the-art location-based and depth-based routing protocols

are elaborated in Section 2.1, 2.2, and 2.3 respectively. Further, Section 2.4 summarizes

and analyzes existing state-of-the-art routing protocols.

2.1 VOID-HANDLING ROUTING PROTOCOLS

This section elaborates on the classification of void-handling underwater routing proto-

cols. The detailed classification of void-handling underwater routing protocols is shown

in Figure 2.1. Void-handling routing protocols are mainly classified as follows:
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Figure 2.1: Categorization of void-handling underwater routing protocols.

• Location-based routing protocols

All nodes must know their 3D coordinate (x, y, and z) information. It is achieved

using underwater localization algorithms (Ismail et al. 2022b; Su et al. 2020;

Erol-Kantarci et al. 2011b, 2010).

• Depth-based routing protocols

These routing methods rely solely on the depth information of nodes to route

the data. A pressure gauge is placed on each node to determine its depth in the

underwater (Coutinho et al. 2013).

The difference between location and depth-based underwater routing protocols is

shown in Table 2.1. The location-based and depth-based routing protocols are further

classified as opportunistic routing and non-opportunistic routing protocols, and they are

elaborated as follows:

• Opportunistic routing protocol

Opportunistic routing broadcasts data to a set of potential neighbors, referred

to as the candidate forwarding set. Nodes that successfully receive the data in

the candidate forwarding set, further forward them, based on the priority and
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Table 2.1: Comparison between location and depth-based underwater routing protocols.

Location-based routing Depth-based routing
All nodes must know their
three-dimensional location

information.

All nodes must know their depth
information.

Requires to execute localization
algorithms to obtain their location.

Depth information is obtained by
pressure gauge.

The location of the sink node should
be known to all nodes.

No need to know the sink node
location. It is assumed that it is

present on the water surface.
In some routing protocols, the node
must know its neighbor’s locations.

In some routing protocols, the node
maintains the depth of its neighbors.

coordination among them. Additionally, opportunistic routing achieves better

performance due to reduced retransmissions and consumes minimum network

resources (Chakchouk 2015; Boukerche and Darehshoorzadeh 2014).

• Non-opportunistic routing protocol

In the non-opportunistic or traditional form of routing in which, the source/for-

warder node selects a single next hop as its next hop and transmits the data to it.

Each forwarder node continues the same process until data reaches the sink node.

The non-opportunistic routing protocol requires more retransmissions, thereby

consuming more network resources (Boukerche and Darehshoorzadeh 2014).

2.2 LOCATION-BASED ROUTING PROTOCOLS

This section elaborates on the location-based void-handling routing protocols. One of

the first void-handling underwater routing protocols is Vector-Based Void Avoidance

(VBVA) (Xie et al. 2009). It is a receiver-based, opportunistic routing protocol and

is an extended version of Vector-Based Forwarding (VBF) (Xie et al. 2006). VBVA

includes void-handling features. In the absence of the void node, routing in VBVA is the

same as in VBF. The data following a path from the source to the sink is referred to as

the forwarding vector. The pre-defined threshold distance, surrounding the forwarding

vector, is referred to as a pipe. Only nodes within the pipe are eligible to forward

the received data packets. When a node receives the data from the source/forwarder,
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it checks whether it is inside the pipe or not, using the location information of itself,

source, and sink. If the node is inside the pipe, it has to wait for a certain period before

further forwarding the received packet, referred to as hold time. The hold time is a

function of the distance between the node to the forwarding vector. The lower distance

between the node and forwarding vector results in a lower hold time. A node that has a

lower hold time further forwards the packet first.

Figure 2.2: Void-handling in VBVA (a) Vector-shift mechanism (b) Back-pressure
mechanism.

When a node forwards the packet and does not overhear further forwarding by any

other nodes, the node concludes itself as a void node. In such cases, it broadcasts a

vector-shift control packet. Upon receiving the packet, nodes outside the pipe define a

new forwarding vector between themselves, to the sink and forward the received data

packet. As shown in Figure 2.2(a) node s and d are source and the sink node respec-

tively. Node s forwards the packet through the
−→
sd. Node s waits to overhear further

forwarding of the packet, by the nodes present within its pipe, until a pre-defined time

expires. If it does not overhear the transmission of the packet within a pre-defined time,

it concludes that it is a void node. To recover from the void, it broadcasts a vector-shift

control packet. The neighbor nodes, a and b, receive the packet. Further, they change

the current forwarding vector to
−→
ad and

−→
bd, respectively. Neighbors a and b forward the

data packet received in the vector-shift through their corresponding pipe.

There are situations where, even after vector-shift, the current forwarding node does

not overhear further packet forwarding. In such situations, the node broadcasts the

Back- Pressure (BP) packet, and upon receiving the packet, nodes shift the forwarding
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vector, if it has not shifted the vector, for the same packet. This process is repeated until

a node forwards the corresponding packet through vector-shift. As shown in Figure

2.2(b), source node s forwards packet through
−→
sd to b. Node b does not overhear the

further forwarding, and it uses the vector-shift mechanism first. Despite vector-shift,

node b does not overhear further forwarding and broadcastsBP packet. Upon receiving

the BP packet, node a broadcasts vector-shift and fails to overhear the packet. Thus,

node a broadcasts BP packet and is received by node s. The node s performs vector-

shift and through the
−→
cd and

−→
ed packet is further forwarded.

VBVA performs routing of data without holding neighbor node information. Thus

VBVA is robust and scalable even in a dynamic environment. However, the void-

recovery technique used in the VBVA is complex and time-consuming. Further, du-

plicate packet transmission and hidden-node terminal are other issues associated with

the VBVA. Due to duplicate packet transmission and complex void-recovery technique,

the energy efficiency of VBVA is low.

Figure 2.3: Packet forwarding in DFR protocol.

Hidden-node and duplicate packet transmission issues of VBVA are mitigated by

Directional Flooding-based Routing (DFR) (Shin et al. 2012). In DFR, forwarding
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nodes reduce their flooding zone in the case of good link quality with their neighbor.

Thereby mitigating hidden-node and duplicate packet transmission issues.

In the DFR protocol, every node knows its location, neighbors, and sink node. DFR

uses controlled flooding and a receiver-based routing approach. The flooding zone is

defined based on link quality, calculated using the Expected Transmission Count (ETX).

DFR uses two types of angles- reference angle and current angle. The reference angle

is set by the previous forwarding node a and represented by RAa as shown in Figure

2.3. CAb represents the current angle of the node b. The CAb is determined by the

angle formed by the sink, node b, and source. The lines db and bs form the CAb.

When node b receives the packet from a, node b compares its current angle CAb with

the reference angle of a (RAa), which is specified in the packet. In the case of the

CAb being equal to or greater than the RAa, the node b concludes itself as eligible to

forward the packet. Then node b updates RAb based on link quality with its neighbors

and further, rebroadcasts the packet with updated RAb.

The void node in DFR occurs in two cases- first: no forwarding nodes in the flooding

zone, and second: no neighbors with positive progress towards the sink with respect to

the forwarding node. The void node, in the first scenario, occurs due to the continuously

increasing reference angle based on good link quality. Further, no node, with a current

angle greater than the reference angle, creates a void node. This issue is resolved by

defining a threshold limit to the reference angle; it does not increase after a certain

reference angle. The void node occurring in the second scenario is because no neighbor

is closer to the sink than itself. In such cases, the forwarding node finds a detour path

by sending the packet to the neighbor having the smallest current angle. Further, the

node acts as the source and forwards the packet.

The continuously increasing link quality in the DFR results in decreased flooding

zone and creates a void node. This issue has been resolved by Adaptive Hop by Hop

Vector-Based Forwarding (AHH-VBF) protocol (Yu et al. 2015). Every node in AHH-

VBF knows the location information of the sink, the sender, the neighbor, and itself.

Unlike DFR and VBVA, which use fixed transmission power, AHH-VBF uses adaptive

transmission power. Additionally, AHH-VBF changes the direction of the forwarding
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vector on a hop by a hop basis. Further, in the case of a void scenario, it increases

the width of the pipe beyond its pre-defined threshold finding more candidate relay

nodes in the sparse region. Additionally, the AHH-VBF is capable of transmission

power adaption according to the density of nodes. In the sparse region, transmission

power is increased to cover more nodes and decreased to save power. Control packets

are exchanged to deal with the change in neighbors and their locations at regular time

intervals. The time interval is defined based on the environment in which AHH-VBF

is deployed. AHH-VBF does not always guarantee the data delivery to the sink node.

AHH-VBF can only handle a small void region in the network (Ghoreyshi et al. 2017).

The duplicate packet transmission and hidden-node terminal issues of VBVA, DFR,

and AHH-VBF are overcome by the GEographic and opportunistic routing with Depth

Adjustment-based topology control for communication Recovery (GEDAR), is an op-

portunistic, sender-based routing protocol (Coutinho et al. 2015b). It operates in two

phases- enhance beaconing and next node candidate set selection. In the enhanced bea-

coning phase, regular beacons are broadcasted by the sink and propagated by the nodes

in the network. Beacons consist of sequence numbers and coordinates of the node.

Upon receiving beacons, nodes update the list of sink nodes they can reach and the co-

ordinates of the neighbors. In the next hop candidate selection phase, the Normalized

Advancement (NADV) (Noh et al. 2015; Lee et al. 2005a) of neighbors, present at

lower depth, are computed. Further, clusters are formed so that all the nodes in it can

hear each other. Additionally, selecting a cluster that has the highest Effective Packet

Advancement (EPA) (Zeng et al. 2007) is chosen as a candidate forwarding node.

A node can detect its status (void or normal) using the information of the neighboring

nodes. When a void node receives data, it handles it using topology control. In topology

control, the void node finds a normal node; greedy forwarding is possible with minimal

depth displacement.

Even though GEDAR avoids exchanging control messages to recover from the void,

the recovery procedure takes time and energy. Thus, GEDAR is not appropriate for

delay-sensitive applications.
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The high energy cost and time-consuming void recovery in GEDAR are overcome

by Interference-aware routing (Intar) protocol (Javaid et al. 2018). Interference-aware

routing (Intar) is a sender-based, non-opportunistic routing protocol has two phases -

network setup and data forwarding phase (Javaid et al. 2018). The network setup

phase develops awareness of neighbor node’s attributes such as hop count, number of

neighbors, Euclidean distance to the sink, and depth through beacons. Further, using the

depth information of the neighbor, it determines the Potential Forwarding Nodes (PFN).

PFN are neighboring nodes at a lower depth than the source/forwarder node. During the

data forwarding phase, the source/forwarder node computes the cost of each PFN. The

PFN with the highest cost is selected as the next hop, and the source/forwarder node

forwards the data to the selected next hop. However, in the void node situation, the

source/forwarder node does not find any PFN. In such cases, the source/forwarder node

finds a neighbor that has the lowest Euclidean distance to the sink in the higher depth.

The major issue of the Intar routing protocol is that, it uses a void-recovery mechanism

that results in increased end-to-end delay.

Energy-efficient Void Avoidance Geographic Routing (EVAGR) is an opportunistic,

sender-based routing protocol(Alasarpanahi et al. 2020). The source/forwarder nodes

in EVAGR compute the NADV and weight of neighbors that have positive progress.

The attributes used in the weight computation are consumed energy, depth, and link

quality of nodes. Further, using NADV and two-hop neighbor information (similar to

GEDAR) source/forwarder node initiates the cluster formation process. Additionally,

the source/forwarder node computes every cluster’s EPA and selects a cluster with the

highest EPA. Further, all void nodes in the cluster are removed. Only half of the nodes

with the highest weight in the selected cluster are chosen as candidate forwarding nodes.

2.3 DEPTH-BASED ROUTING PROTOCOLS

In depth-based routing protocols, route is determined using the depth (z-coordinate)

information of the node itself and the neighboring nodes, without knowing it’s full

geographical coordinates information. It eliminates the need for costly localization &

consumes less energy. This section discusses the depth-based, void-handling protocols.
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Void-Aware Pressure Routing (VAPR) is an opportunistic protocol (Noh et al. 2012).

The VAPR uses a void-avoidance mechanism to keep data packets away from void

nodes during routing. It operates in two phases - enhanced beaconing and opportunistic

directional forwarding. The enhanced beaconing involves developing direction trails.

The beacons are periodically generated from the sink nodes and comprise attributes

like hop count, packet sequence number, forwarding direction, and depth of the node.

The sequence number and the hop count information set the node’s data forwarding

direction. Further, by comparing the direction (up or down) from which it receives

the beacon and by extracting the sender’s data forwarding direction, it can differentiate

normal/void and trap neighbor, thereby avoiding void and trap nodes. However, VAPR

avoids the void nodes by holding information up to two hops, resulting in high overhead

(Ghoreyshi et al. 2017).

The issue of high overhead in the VAPR is overcome by the Location-free Link

State Routing (LLSR) protocol (Barbeau et al. 2015). A node chooses the next hop

based on attributes like hop count, path quality, and pressure attributes of neighbors.

The source/forwarder node considers the neighbor that has a minimum hop count as its

next hop. In the case of a tie, the source/forwarder considers the path quality of the

nodes among those neighbors and selects a neighbor that has the highest path quality.

If the tie persists, the node chooses a neighbor at the lowest depth as the next hop.

The attributes in LLSR are distributed across the nodes in the network through the

periodic beacons. The beacons are originated from the sink and subsequently propa-

gated by the other nodes in the network. However, only one node is selected as the

next hop, which may result in a lower successful packet delivery ratio (Ghoreyshi et al.

2017). Further, the hop count value depends on the beacon period. The hop count value

may not reflect the up-to-date network topology if the beacon period is too large. If

the beacon period is too small, the network is loaded with beacons and consumes more

energy. LLSR does not consider the link quality between the source/forwarder and the

neighboring node when the next hop is selected. There is a possibility of poor link

quality between the source/forwarder and the selected next hop.
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Channel-Aware Routing Protocol (CARP) addresses issues of LLSR by selecting

the next hop based on goodness and hop count. Goodness is the product of the two-hop

link quality of the source/forwarder and the link quality between nodes is measured

using Exponentially Weighted Moving Average (EWMA) (Basagni et al. 2015). The

hop count in CARP is more sensitive to the link quality than the actual hop distance from

the sink. The hop count is computed by maintaining a variable referred to as Lratioh ,

where h is the hop count. For every hop count, h maintains the ratio of the number

of packets acknowledged to the total number of packets sent by the node. Further, the

node considers the minimum hop count such that Lratioh is above the threshold value.

However, CARP is the non-opportunistic routing protocol that chooses only a neighbor

as its next hop.

Inherently Void-Avoidance Routing (IVAR) is a receiver-based, opportunistic un-

derwater routing protocol (Ghoreyshi et al. 2015). Only the nodes with a lower hop

count than the source/forwarder are eligible to forward the data further; such nodes

are referred to as candidate forwarding nodes. Among the candidate forwarding nodes,

using hold time computation, coordination between them is achieved. IVAR has two

phases - periodic beaconing and routing. Periodic beaconing aims to update the hop

count of the nodes in the network. The sink node triggers the beacon and progresses

toward the leaf nodes.

The source/forwarder node broadcasts the data packet during the routing phase.

The data packet consists of data, depth, node id, and hop count of the source/forwarder

node, and packet sequence number. When neighboring nodes receive the data packet,

they check whether it is a duplicate or a new packet. In the case of a duplicate packet,

the neighboring node discards the packet. Otherwise, the hop count of the neighboring

node is compared with that of the source/forwarder. If the hop count of the neighboring

node is smaller than that of the source/forwarder, it is considered as part of candidate

forwarding nodes, to forward the data packet further. Moreover, all candidate forward-

ing nodes compute their hold time.

A candidate node with the lowest hold time forwards the data packet first. Other

nodes in its proximity overhear the transmission and suppress the transmission. Hold
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time is computed using attributes such as hop count, depth difference and relative dis-

tance between source/forwarder and candidate node.

Figure 2.4: Candidate node selection in the IVAR.

Figure 2.4 shows the operation of the IVAR protocol in detail. Node with id 1

and 0 are the source and the sink, respectively. In the beaconing phase, beacons are

initialized by the sink node. Also, beacon is received by the nodes 5 and 7, which

accordingly update their hop count H5 = 1 & H7 =1, respectively. In addition, nodes 5

and 7 propagate the beacon, and the process continues till the beacons are propagated

to the leaf nodes. Node 1 is the source node that has data to forward. It broadcasts the

data packet consisting of the data, its depth, node id, hop count, and sequence number.

Neighboring nodes 2, 3, and 4 receive the data packet. Nodes 2 and 3 are candidate

forwarding nodes, since their hop count (H2 = 2 & H3 = 2 ) is less than that of source

node 1 (H1 = 3). Moreover, they compute their hold time. The node with the lowest

hold time, whose timer expires first, forwards the packet. However, node 4 is not a

candidate forwarding node, since its hop count (H4 = 3) is not less than that of the

source(H1 = 3). Thus, node 4 drops the packet.

Even though IVAR improves transmission reliability by using an opportunistic rout-

ing technique, there are chances of duplicate packet transmission and hidden-node

problems in case the candidate nodes are out of communication range of each other

(Ghoreyshi et al. 2017).

The issues of IVAR are overcome by the HydroCast (Noh et al. 2015) selecting can-

didate forwarding nodes in the vicinity of each other. It is a sender-based, opportunistic
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underwater routing protocol. HydroCast uses multiple attributes in selecting candidate

forwarding nodes. The attributes used in the HydroCast protocol are advancement and

the Packet Delivery probability (PDP) of neighboring nodes. The neighboring node

information is obtained by the beaconing process. The HydroCast is an opportunistic

routing protocol; it has to determine its candidate forwarding set.

Due to channel fading, the longer the distance, the higher the chances of packet loss.

Thus, Hydrocast considers normalization of advancement of neighboring nodes using

Normalized Advancement (NADV) (Noh et al. 2015; Lee et al. 2005a). The source/-

forwarder node i computes the NADV of each neighbor j, present at the lower depth.

Further, source/forwarder node i begins the clustering process from the neighbor node

j that has the highest NADV. The source/forwarder i expands the cluster by including

common entries in its neighbor list and neighbors at a distance (β×Range) of the node

that has the highest NADV. The value of β is selected as 0.5, hence all nodes clustered

by node i can hear each other; thus, duplicate transmissions and hidden-node problems

are mitigated.

The clustering process continues with the highest NADV among the remaining

neighbors of i, which are not included in any cluster. The clustering process contin-

ues until all neighbors node i is included in one of the clusters. Thus, the number of

clusters is generated at the end of the clustering phase. Further, Effective Packet Ad-

vancement (EPA) (Zeng et al. 2007) of each cluster is computed. The cluster that has

the highest EPA is the selected candidate forwarding set. When the source/forwarer

node i has data to forward, it sends it to nodes of the selected cluster by including node

id’s in the data packet. Upon receiving the data, nodes compute their hold time.

The hold time is designed so that a node with the highest progress (or higher prior-

ity) with reference to the source/forwarder i has the lowest hold time. The lower hold

time expires first; thus, a node with higher progress further forwards the packet, and

other nodes in its vicinity overhear the transmission and suppress the transmission of

the same data packet. The HydroCast protocol uses the void-recovery mechanism, re-

sulting void node that can also be a part of the routing, resulting in a higher end-to-end

delay.
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Opportunistic Void Avoidance Routing (OVAR) is a sender-based opportunistic rout-

ing protocol that selects neighbors with a lower hop count than the source/forwarder to

avoid void nodes (Ghoreyshi et al. 2016). It uses one-hop neighbor information to be

aware of neighbor node information. The forwarding set is selected by computing EPA.

The number of nodes in the forwarding set is adjusted to balance the trade-off between

reliability and energy.

Distance-Vector-based Opportunistic Routing (DVOR) is a receiver-based, oppor-

tunistic routing protocol (Guan et al. 2019). DVOR uses hop count as a distance-vector,

which is propagated through query packets from the sink toward the nodes deployed at

higher depths in the underwater network. Every node (except the sink) in the network

buffers the hop count with the corresponding query id, by which its distance-vector is

updated. The query packets consist of hop count and query id, which represents the

time stamp of that packet generation at the sink. When the query packet arrives at the

node, it compares the query id stored in its buffer with the new query packet. If the

query id stored in the buffer is smaller than an arrived packet, the node updates its hop

count, corresponding to arrived query packet, and rebroadcasts the query packet with

the updated hop count. At every node, arrived old query packets are eliminated. How-

ever, when query packets with similar id arrive at the node, the lowest hop count is

considered, and the hop count is updated accordingly.

The Data packet in DVOR consists of the source id, the hop count of the previous

forwarder, and data. When the data packet arrives at the nodes, only those nodes with a

hop count lower than the last forwarder are eligible to forward the data further. More-

over, eligible forwarding nodes compute their hold time. The hold time depends on

the random number between 0 and the back-off window. The major limitations of the

DVOR are duplicate packet transmission and hidden-node problems.

As per this research, no underwater routing protocols, that use Multi-Attribute De-

cision Making (MADM) and weights of the individual attributes are proposed. There-

fore, this research focuses on designing a void-aware routing protocol that uses suitable

weight computation and the MADM approach to select the nodes in the candidate for-

warding set.
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2.4 COMPARATIVE ANALYSIS OF VOID-HANDLING ROUTING PROTO-
COLS

Table 2.2: Analysis of void-handling routing protocols.

Sl.
No. Protocol Attributes used

Void-
handling
strategy

End-to-
end

delay

Energy
efficiency

1 VBVA
Vector between source to
the sink, Fixed pipe width

Reactive High Low

2 DFR
Link quality,

Reference/Current angle
Hybrid Low High

3
AHH-
VBF

Vector between node with
neighbor, Variable pipe

width
Preventive Low High

4 GEDAR Advancement, PDP Preventive Low Low

5 Intar
Distance to PFN, hop
count, and number of

neighbors to PFNs
Reactive High Medium

6 EVAGR Advancement, PDP, Status Preventive Low High

7 VAPR
Two-hop forwarding

directing
Preventive Low High

8 LLSR
Hop count, Path quality,

Depth of neighbor
Preventive Low Medium

9 CARP
Two-hop link quality, Hop

count (sensitive to link
quality)

Preventive Low High

10 IVAR Hop count, Advancement Preventive Low Medium

11 OVAR
Hop count, Advancement,
PDP, Energy consumption

Preventive Low High

12 HydroCast Advancement, PDP Proactive Medium Medium
13 DVOR Hop count Preventive Low High

This section compares various void-handling routing protocols in terms of parame-

ters such as attributes used in route selection, void-handling strategy, end-to-end delay,

and energy efficiency of routing in the presence of a void node. The routing protocol

with reference to those parameters is highlighted in Table 2.2 and analyzed as follows:

A. Attributes used by the routing protocols

Attributes used in selecting the next hop influence the performance of the routing proto-

col. In location-based protocols, the forwarding node uses 3D coordinates information

of itself. Additionally, VBVA and DFR protocols use the location information of the

source and the sink node. GEDAR uses the location information of neighboring nodes
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and the sink. Intar uses 3D location information of the sink. Protocols such as EVAGR

and HydroCast use advancement and PDP as their attributes. VAPR, IVAR, OVAR,

CARP, and DVOR use hop count as one of the attributes to select the next hop(s).

B. The void-handling strategy used

Some routing protocols use a reactive void-handling strategy. When a packet is stuck at

a void node, the protocol tries to find a recovery path so that forwarding in the normal

mode of operation can resume. In the proactive void-handling technique, in advance,

the routing protocol finds a void-recovery path. In preventive void-handling technique,

care is taken that the packet does not get stuck at a void node; no need for recovery

mechanisms.

C. End-to-end delay

It is the time taken by the packet to reach from the source to the sink, while in the case

of void node. The VBVA protocol requires high end-to-end delay, due to the complex

technique followed to recover from void nodes. However, DFR results in lower end-

to-end delay, due to the preventive void-handling technique, and sometimes there may

be more delay in recovering from the void nodes. AHH-VBF and GEDAR result in

a low end-to-end delay as they use a preventive void-handling strategy. Intar has a

higher end-to-end delay due to the usage of void-recovery technique. EVAGR, VAPR,

LLSR, CARP, IVAR, OVAR, and DVOR result in lower end-to-end delay as they use the

preventive void-handling technique. However, the HydroCast has medium end-to-end

delay as it uses a proactive void-handling technique.

D. Energy efficiency

VBVA is not energy efficient due to the requirement of a large number of control packet

exchanges in the scenarios of the void. The DFR protocol is energy efficient due to the

controlled flooding of packets and simple void recovery mechanism. Due to adap-

tive pipe width and transmission power, AHH-VBF achieves better energy efficiency.

However, GEDAR is not energy efficient due to the need for beacon transmission and

depth adjustment of the void nodes. The protocols EVAGR, VAPR, and OVAR, achieve

higher energy efficiency due to avoiding the hidden-node issue and duplicate packet

transmissions. The LLSR achieves medium energy efficiency due to the high signaling
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overhead. Due to the backward transmission of packets in the case of void-handling

scenario, HydroCast is medium efficient. IVAR uses opportunistic routing and does not

prevent hidden-node and duplicate packets; it is medium energy efficient.

2.5 SUMMARY

This chapter has discussed the categories of void-handling underwater routing proto-

cols. Moreover, in the void-handling protocols, various location-based and depth-based

protocols with their features, advantages, and disadvantages are elaborated. The future

direction of the research is also discussed.

The next chapter discusses the problem description and objectives of the research.
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CHAPTER 3

PROBLEM STATEMENT AND OBJECTIVES

This chapter focuses on problem statement and objectives of this research work. The

problem statement and objectives of this research are elaborated in section 3.1 and 3.2,

respectively.

3.1 PROBLEM STATEMENT

There are many void-handling underwater routing protocols, such as VBVA, DFR,

AHH-VBF, GEDAR, Intar, EVAGR, VAPR, IVAR, OVAR, HydroCast, LLSR, CARP,

DVOR, etc. These routing protocols use one or more attributes of neighbors like lo-

cation, the Euclidean distance between the neighbor to the sink, depth, hop count, link

quality of neighboring nodes, status, etc. However, in the literature, the priorities of the

individual attributes are not considered in any of the routing protocols. Therefore, it

is necessary to select appropriate combinations of attributes of neighbors and combine

them so that neighboring nodes can be evaluated to determine the next hop(s). It is also

necessary to consider Multiple Attribute Decision Making (MADM) to select the next

hop(s). In MADM, priorities for selected attributes are assigned, and the suitability

of neighboring nodes is evaluated to select the next hop(s). Further, void nodes, dur-

ing routing, pose a major impact on the performance of the routing. It is necessary to

avoid void nodes during routing. Accordingly, the problem statement of this research is

formulated as follows:
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Design and Development of Multi-Attribute, Void-Aware Routing Protocol

for Underwater Acoustic Sensor Networks.

3.2 RESEARCH OBJECTIVES

In the direction of the problem statement of this research, the following objectives are

identified:

• Objective-1: Identification of attributes for the selection of next hop(s) or

forwarding node(s)

Attributes of neighboring nodes play a vital role in selecting the next hop(s) or for-

warding node(s). As existing void-handling routing protocols use different com-

binations of attributes to choose the next hop(s), this objective aims to identify

the more suitable combination of attributes for designing an optimum void-aware

routing protocol.

• Objective-2: Designing a void-aware underwater routing algorithm using

MADM

The existing void-aware routing protocols use different combinations of attributes

without fixing the priority to select the next hop(s). However, this objective aims

at using the MADM approach, to evaluate neighbors using most suitable com-

bination of attributes, to design an optimum void-aware routing algorithm for

UASNs.

• Objective-3: Deployment, simulation, and evaluation of the proposed algo-

rithm in the industry-standard simulator

This objective aims at deploying and simulating a designed void-aware under-

water routing protocol. The simulation has to be carried out using an industry-

standard simulator, such as MATLAB and UnetStack. Further, the performance

of the developed protocol has to be validated in terms of different performance

metrics, such as the number of nodes reachable to the sink, number of nodes not

reachable to the sink due to loops, PDR, hop count, propagation distance from
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source to the sink, throughput, number of the clusters formed, number of times

void node is part of the routing, etc., with the state-of-the-art routing protocols.

3.3 SUMMARY

This chapter elaborates on the problem statement of the research. Moreover, in line

with the problem statement, the research objectives are discussed in detail.

The next chapter presents one of the research contributions of this research - the

design and evaluation of the Enhanced-Void-Aware Routing (E-VAR) protocol.
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CHAPTER 4

DESIGN AND EVALUATION OF
ENHANCED-VOID-AWARE ROUTING (E-VAR)

PROTOCOL

This chapter elaborates on the Enhanced-Void-Aware Routing (E-VAR) protocol for

UASNs published in IET’s Wireless Sensor Systems (Nazareth and Chandavarkar 2019).

In E-VAR, every node (except the sink) uses its neighboring node’s status (void or

normal) as a primary attribute, followed by the distance between its neighbor to the

sink as a secondary attribute in selecting its next hop. The detailed design and simula-

tion of E-VAR, followed by its comparison with state-of-the-art Backward-forwarding

(Ghoreyshi et al. 2017) and Intar (Javaid et al. 2018), in terms of the number of nodes

reachable to the sink, the number of transmissions that failed due to looping, the aver-

age hop count and distance to reach the sink are presented in Section 4.1 and Section

4.2 respectively.

4.1 DESIGN OF THE E-VAR PROTOCOL

This section discusses the design of the E-VAR protocol in detail. The next hop selec-

tion in the E-VAR has the following two phases:

• Phase-I: Status (void or normal) identification by a node

During this phase, every node (except the sink) identifies, by itself, whether it is
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void or normal and sends its status to all its neighbors through beacons, at regular

intervals (Refer Section 4.1.1).

• Phase-II: Identifying the next hop

During this phase, source/forwarder nodes identify the next hop by excluding

void node(s) among its neighbors (Refer Section 4.1.2).

Figure 4.1: Phase-I: Status (void or normal) identification by a node in E-VAR.
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4.1.1 Phase-I: Status (void or normal) identification by a node

Figure 4.1 presents a flowchart for a node to identify itself as void or normal. Ev-

ery deployed node (except the sink) executes this mechanism under scenarios such as

switching on, changing position, or time-out (regular interval). As shown in Figure 4.1,

every deployed node i initializes status (Vi) to 0, indicating it, as a normal, and neigh-

bour list (Ni) to {∅} indicating that no neighbors exist. Further, i uses Si to indicate

the status of neighbors j ∈ Ni and initializes to Si = {∅}. The Li indicates the three-

dimensional location of neighbors j ∈ Ni and initializes to Li = {∅} by the node i.

Di,S =
√
(ix − Sx)2 + (iy − Sy)2 + (iz − Sz)2 (4.1)

As a first step, node i computes its own Euclidean distance Di,S with the sink S, using

3-dimensional positions (ix, iy, iz) and (Sx, Sy, Sz) of itself and the sink respectively

(Eq. (4.1)). In case Di,S is less than the coverage range (Range), it indicates that node

i is directly reachable to the sink S through single-hop communication, and it is normal

node (Vi = 0). In the event of empty neighbour list (Ni = {∅}), node i concludes

itself as an isolated node. However, in the case of a non-empty neighbor list, node i

computes the Euclidean distance Dj,S of all its neighbors j and the sink S using Li.

Further, it identifies a neighbor with minimum distance (MIN(Dj,S)) to the sink. Also,

comparing Di,S and MIN(Dj,S) of a node, i concludes itself as a void (Vi = 1) if it

is less, otherwise i remains a normal node (Vi = 0). Additionally, node i broadcasts

its id, status, and location information using beacons beacon.node, beacon.void, and

beacon.location respectively. The above steps (Figure 4.1) are repeated by a node i

whenever (ix, iy, iz) changes or at time-out.

Figure 4.2 presents an example of status detection by node 3. As shown in Figure

4.2(a), node 3 has neighbors 1, 2, 4 and 5. Node 1 and 2 are at lower Euclidean distance

to the sink (D1,0 = 80 &D2,0 = 60) than that of node 3 (D3,0 = 120); node 3 concludes

itself as normal (V3 = 0). However, in Figure 4.2(b) node 3 has two neighbor nodes 4

and 5, but at higher Euclidean distance to the sink (D4,0 = 160 & D5,0 = 140) than that

of node 3 (D3,0 = 120). Thus, status of node 3 is void (V3 = 1) (Refer Figure 4.1).

37



4. Design and evaluation of Enhanced-Void-Aware Routing (E-VAR) protocol

Figure 4.2: Status (void or normal) detection by node 3, (a) V3 = 0 (b) V3 = 1.

4.1.2 Phase-II: Identifying a next hop

Figure 4.3 presents the steps involved in Phase-II to determine the next hop. In Phase-II,

a node can undergo different scenarios depending on the status of neighbors, which is

collected through the beacons, and the selection of the next hop varies accordingly. As

shown in Figure 4.3, list of normal nodes (Pi) and void nodes (Wi) are initialized to {∅}.

Further, the conditional statements present the different scenarios of a node in E-VAR.

Selection of the next hop in E-VAR, for different scenarios of a node i, is explained as

follows:

• One of the neighbors is the sink node (Sink ∈ Ni)

The node i selects the sink as its next hop, irrespective of the advancement of

other neighbors.

• A node that has only void neighbors (Pi = {∅} and Wi 6= {∅})

The node i selects a neighbor that has the highest advancement towards the sink

among Wi.
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Figure 4.3: Phase-II: Identifying the next hop in E-VAR.

• A node that has both void and normal neighbors (Pi 6= {∅} and Wi 6= {∅})

The node i selects a neighbor that has the highest advancement towards the sink

among Pi. This prevents the trap node and looping of the packets.

In conclusion, the E-VAR considers all the different possible scenarios of a node in

UASNs and proposes an optimum path to the sink (except in an isolated node).

4.2 SIMULATION AND EVALUATION OF THE E-VAR PROTOCOL

This section discusses the simulation and evaluation of E-VAR in detail. Simulation of

E-VAR is carried out using MATLAB. Further, its performance is compared with the
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state-of-the-art Backward-forwarding (Ghoreyshi et al. 2017) and Intar (Javaid et al.

2018) routing protocol. The performance evaluation of Backward-forwarding, Intar,

and E-VAR are carried out for two different cases as follows:

• Case-I: Manual deployment

The objective of this deployment is twofold; one is to present the different possi-

ble scenarios of a node in E-VAR, with the selection of the next hop, comparing

it to the Backward-forwarding and Intar routing protocol. Second, to present the

working of E-VAR in comparison with Backward-forwarding and Intar routing

protocol at a smaller scale. The results and analysis of the manual deployment

are explained in Section 4.2.1.

• Case-II: Random deployment

The objective of this deployment is to perform an exhaustive simulation through

the random deployment of nodes. In this simulation, Backward-forwarding, Intar,

and E-VAR are compared in terms of the number of nodes reachable to the sink,

the number of transmissions that failed due to looping, the average hop count,

and distance. Here, the initial simulation is carried out for 10 randomly deployed

nodes (node 0 as a sink) with the increment of 10 more nodes during the succes-

sive simulations, by retaining the locations of previous nodes intact. The other

parameters of the MATLAB simulation in Case-II are same as in Case-I. The

results and analysis of the random deployment are explained in Section 4.2.2.

4.2.1 Case-I: Manual deployment

In manual deployment, two scenarios of 10 nodes (node 0 as a sink) with 3-dimensional

location (x, y, z) are manually fixed in 500 X 500 X 500 units area with the coverage

range of nodes as 150 units. The first scenario presents the eradication of looping in E-

VAR in comparison with Backward-forwarding and Intar. Moreover, to reach the sink

in E-VAR, the second scenario presents a lower hop count than the other two.
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A. Scenario-I: E-VAR eradicates looping during the selection of a next hop

The scenario 1 elaborates on the next hop selection, with looping in Backward-forwarding,

Intar, and E-VAR, concerning a similar topology (Figure 4.4 through 4.6). In Figure 4.4

through 4.6, nodes 1 and 4 are void (Vi = 1) because either their distance to the sink

(D1,0 = 330 units and D4,0 = 228 units) is higher than the coverage area (150 units) or

their neighbor distance to the sink (D2,0 = 359 units of node 1 and D5,0 = 240 units of

node 4) is higher than the nodes 1 or 4 itself.

A.1. Backward-forwarding

Figure 4.4: Looping scenario in Backward-forwarding.

In Backward-forwarding, a neighboring node that has the highest advancement

(closer to the sink) is selected as the next hop. For example, consider the next hop

selection at nodes 2 and 5 with the candidate next hops {1, 3} and {4, 6} respectively,

as shown in Figure 4.4.

Table 4.1: Advancement of neighbors of node 2 and 5 in Figure 4.4.

Node Status of the
node

Euclidean distance
to the sink Advancement

Node 2 (Euclidean distance to the sink = 359)
1 Void 330 359 - 330 = 29
3 Normal 310 359 - 310 = 49

Node 5 (Euclidean distance to the sink = 240)
4 Void 228 240 - 228 = 12
6 Normal 243 240 - 243 = -3

Table 4.1 presents the calculation of advancement of neighbors of nodes 2 and 5.

Accordingly, the node 3 and 4 (void) are selected as the next hop at nodes 2 and 5,
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respectively. However, Backward-forwarding works in recovery mode, at void nodes 1

and 4 (Figure 4.4), to identify a recovery path (identifying negative advancement node)

and reach the sink using its neighbors. Accordingly, node 5 is the only neighbor to

void node 4, which results in node 5 as the next hop to 4. Similarly, node 2 becomes

the next hop to node 1. In Figure 4.4, forwarding of packets to node 5 by 4 and vice

versa, resulting in looping of packets in Backward-forwarding. The infinite looping of

packets between nodes 4 and 5 eventually results in a drop of packets. Additionally, a

significant amount of node energy is wasted because of looping, resulting in a reduced

lifetime of a node.

A.2. Intar

In Intar, a source/forwarder initially identifies its neighbors present at a lower depth

(closer to the sink node); such a neighbor is called a Potential Forwarder Nodes (PFN).

One among the PFNs is selected as the next hop based on the cost (Ci,j) (Eq. (4.2))

(Javaid et al. 2018).

Ci,j =
Di,j

Hj × |Nj|
(4.2)

where Ci,j → cost of the PFN j with reference to source/forwarder i, Di,j → Euclidean

distance, Hj → hop count of PFN j, |Nj| → the total number of neighbors to node j.

A PFN that has the highest cost is selected as the next hop. In case of non-availability

of PFN, Intar selects a neighbor with the minimum distance to the sink as the next hop,

among the non-PFNs, without applying Eq. (4.2).

Figure 4.5: Looping scenario in Intar.

42



4.2. Simulation and evaluation of the E-VAR protocol

Table 4.2: Cost of PFNs of node 2.

Node (j)
Number of
neighbors

(|Nj|)

Distance
from node 2

(D2,j)

Hop distance from
the sink (Hj)

Cost (C2,j)

1 1 115 6 115

1× 6
= 19.16

3 2 110 4 110

2× 4
= 13.75

As shown in Figure 4.5, nodes 1 and 3 are the candidate PFN at node 2. As shown

in Table 4.2, C2,1 and C2,3 (Eq. (4.2)) are calculated, resulting in node 1 as a next hop.

However, at node 1 (void node), due to the non-availability of PFN, node 2 (non-PFN)

is selected as the next hop resulting in the looping of packets between nodes 1 and 2. A

similar situation is observed between nodes 4 and 5. Additionally, looping between {1,

2} and {4, 5} in Intar results in nodes 1, 2, 4, and 5 being unreachable to the sink.

A.3. E-VAR

Figure 4.6: Scenario showing avoidance of looping in E-VAR.

The problem of looping and nodes unreachable to the sink shown in Figure 4.4 and

4.5, is resolved in E-VAR due to the void awareness among the other nodes as shown in

Figure 4.6. E-VAR follows a similar approach of Backward-forwarding, shown in Table

4.1, in selecting the next hop and excluding all nodes with the status Vi = 1. E-VAR also

follows the recovery mode of Backward-forwarding at the void nodes 1 and 4 to select

the next hop.

Accordingly, the selection of next hop as 4 (void) in Backward-forwarding (Figure

4.4) and Intar (Figure 4.5) by the node 5 is resolved to node 6 (normal) in E-VAR
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(Figure 4.6). Similarly, the selection of next hop as 1 in Intar (Figure 4.5) by the node

2 is resolved to node 3 (normal) in E-VAR (Figure 4.6).
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Figure 4.7: Hop count (left) and Distance to reach sink (right), in Backward-forwarding,
Intar, and E-VAR with reference to Figure 4.4 through 4.6.

In summary, Figure 4.7 presents hop count and distance to reach the sink in Backward-

forwarding, Intar, and E-VAR with reference to next hop selection in Figure 4.4, 4.5,

and 4.6 respectively. As shown in Figure 4.7 hop count and distance to reach the sink

is ∞ at nodes 4 and 5 in both Backward-forwarding and Intar. Moreover, in Intar,

nodes 1 and 2 are also∞ due to looping and are unreachable to the sink. However, the

hop count and distance to reach the sink at nodes 3, 6, 7, 8, and 9 remain the same in

Backward-forwarding, Intar, and E-VAR.

B. Scenario 2: E-VAR results in lesser hop count to reach the sink

The scenario 2 elaborates on the hop count to reach the sink in Backward-forwarding,

Intar, and E-VAR. A slightly modified topology (no looping and one void node (node

6)) is considered in scenario 2 (Figure 4.8 and 4.9) rather than scenario 1.

Figure 4.8: Backtracking scenario in Backward-forwarding and Intar.
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B.1. Backward-forwarding and Intar

As shown in Figure 4.8, the next hop selection in Backward-forwarding and Intar is the

same at every node. However, according to Backward-forwarding, at node 4, nodes 3,

5, and 6 are the neighbors with D3,0 = 403, D5,0 = 235 and D6,0 = 201 units. Further,

among the neighbors {3, 5, 6} at node 4, node 6 (void) is selected as the next hop

because of its higher advancement to the sink. Similarly, in Intar, at node 4, nodes 5

and 6 are the candidate PFN with C4,5 = 10.75 and C4,6 = 11.33 resulting in node 6

(void) as the next hop.

B.2. E-VAR

Figure 4.9: Avoidance of backtracking scenario in E-VAR.

Figure 4.9 presents the next hop selection in E-VAR with reference to the topology

shown in Figure 4.8. However, in comparison with Backward-forwarding and Intar,

E-VAR appropriately selects node 5 as the next hop at node 4 even though node 6 has

higher advancement. As node 6 is void in status, E-VAR bypasses such nodes even

though they are with higher advancement. Moreover, except at node 4, the next hop

selection at the other nodes in E-VAR remains the same as Backward-forwarding and

Intar, as shown Figure 4.8 and 4.9.

In short, Figure 4.10 compares hop count and distance, to reach the sink in Backward-

forwarding, Intar, and E-VAR, with reference to the topology shown in Figure 4.8 and

4.9. As shown in Figure 4.8 and 4.9, hop count and distance at node 5, 6, 7, 8, and

9 are same in Backward-forwarding, Intar, and E-VAR. However, the variation in the
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Figure 4.10: Hop count (left) and distance to reach sink (right) in Back-
ward–forwarding, Intar, and E-VAR with reference to Figure 4.8 and 4.9.

selection of the next hop at node 4 results in increased hop count and distance, at nodes

1, 2, 3, and 4 in Backward-forwarding/Intar, in comparison with E-VAR.

4.2.2 Case-II: Random deployment

This case presents the performance evaluation of Backward-forwarding, Intar, and E-

VAR in randomly deployed nodes. Further, Backward-forwarding, Intar, and E-VAR

are compared in terms of the number of nodes reachable to the sink, the number of

transmissions that failed due to looping, the average hop count, and distance. Higher

and lower values of the number of nodes reachable and unreachable to the sink, respec-

tively, are better in the utilization of deployed nodes and coverage area. Similarly, the

lower average hop count and distance to reach the sink better is the lifetime of deployed

nodes.

Table 4.3: Simulation parameters used in random deployment.

Parameters Values
Area covered 500× 500× 500 units

Initial number of nodes 10
Additive increase of nodes in each

simulation
10

Maximum number of nodes deployed 150
Coverage range of a sensor node 150
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The MATLAB simulation is carried out initially for 10 randomly deployed nodes,

with node 0 as a sink. In the subsequent simulation, additional 10 randomly deployed

nodes are added, retaining the positions of the previous node intact. That is, during kth

simulation, node position of (k−1)th simulation is retained, and 10 additional randomly

deployed nodes are added to the kth simulation. In summary, simulation parameters are

mentioned in Table 4.3.

Table 4.4: Performance metrics for Backward-forwarding, Intar, and E-VAR- Nodes
reachable to the sink, Nodes unreachable to the sink due to looping.

Sl. No. No. of
source nodes (G)

No. of isolated
nodes

No. of void
nodes

No. of reachable
source nodes to the sink

No. of unreachable
source nodes due to looping

E-VAR Backward-
forwarding Intar E-VAR Backward-

forwarding Intar

1 9 4 5 5 3 3 0 2 2

2 19 5 7 11 9 9 3 5 5

3 29 6 11 14 12 12 9 11 11

4 39 4 8 28 22 16 7 13 19

5 49 3 8 42 39 30 4 7 16

6 59 0 5 55 52 43 4 7 16

7 69 1 6 66 61 49 2 7 19

8 79 0 3 77 71 47 2 8 32

9 89 0 3 79 79 56 10 10 33

10 99 0 2 92 92 61 7 7 38

11 109 0 1 109 109 77 0 0 32

12 119 0 1 119 116 76 0 3 43

13 129 0 1 129 129 82 0 0 47

14 139 0 1 139 139 85 0 0 54

15 149 0 1 149 149 88 0 0 61

As shown in Table 4.4 and with reference to the explanation presented in Section

4.2.1, E-VAR outperforms 2.87% and 34% in comparison with Backward-forwarding

and Intar, respectively, in terms of the number of reachable source nodes. E-VAR out-

performs 40% and 88.78% in comparison with Backward-forwarding and Intar, respec-

tively, in terms of the number of unreachable source nodes.

In this simulation, the average hop count and distance to reach the sink are computed

as follows:

Average hop count =

G∑
i=1

Hi

G
(4.3)
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Table 4.5: Performance metrics for Backward-forwarding, Intar, and E-VAR- Average
(Avg.) hop count, Avg. distance to reach the sink.

Sl. No.
No. of

source nodes
(G)

Avg. hop count Avg. distance (units)

E-VAR Backward-
forwarding Intar E-VAR Backward-

forwarding Intar

1 9 1.22 7.11 7.11 157.63 830.04 830.04

2 19 6.10 8.89 8.94 808.56 1036.71 1044.10

3 29 10.51 12.34 12.44 1223.87 1373.35 1387.48

4 39 7.48 11.35 15.56 635.42 1190.24 1775.70

5 49 5.46 7.08 12.10 577.39 762.12 1279.08

6 59 5.28 6.54 11.15 616.58 767.81 1320.87

7 69 4.30 6.05 11.14 514.74 715.58 1318.12

8 79 4.24 6.02 14.17 505.68 673.57 1461.38

9 89 6.26 6.29 13.47 613.19 726.24 1453.67

10 99 5.18 5.20 13.83 509.53 586.78 1555.39

11 109 3.44 3.47 11.55 422.40 424.24 1284.91

12 119 3.64 4.31 13.26 443.35 478.46 1453.47

13 129 3.54 3.55 13.42 426.26 426.62 1814.14

14 139 3.60 3.61 14.04 431.86 432.19 1908.77

15 149 3.59 3.60 14.59 427.71 428.01 1970.87

Average distance =

G∑
i=1

Di,S

G
(4.4)

where Hi→ hop count, Di,S → distance to reach the sink from the source i, and G→

the number of source nodes. In Eq. (4.3), Hi = 30 is used for unreachable nodes to the

sink in case of looping. Similarly, Di,S is considered as the actual distance (in units) in

30 hops, for the unreachable nodes to the sink, in case of looping.

Table 4.5 shows that E-VAR outperforms 22.60% and 57.30% in comparison with

Backward-forwarding and Intar, respectively, in terms of number average hop count. As

the number of deployed nodes increases in a unit area, the difference between nodes un-

reachable to sink, average hop count, & distance, reduces among Backward-forwarding,

Intar, & E-VAR. Although at some stage the increase in the number of deployed nodes

results in a similar performance in Backward-forwarding, Intar, & E-VAR.
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4.3 SUMMARY

This chapter of the thesis presents the E-VAR protocol, which uses the status of the

neighboring nodes as a primary attribute. Further, Euclidean distance between neigh-

bors to the sink is a secondary attribute in selecting the next hop. E-VAR outperforms

2.87% and 34% in comparison with Backward-forwarding and Intar, respectively, in

terms of the number of reachable source nodes. Further, E-VAR outperforms 40% and

88.78% in comparison with Backward-forwarding and Intar, respectively, in terms of

the number of unreachable source nodes.

The following chapter presents the proposed Link Quality-based Routing Protocol

(LQRP) for UASNs.
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CHAPTER 5

DESIGN AND EVALUATION OF LINK
QUALITY-BASED ROUTING PROTOCOL (LQRP)

This chapter elaborates on the Link Quality-based Routing Protocol (LQRP) for UASNs

published at the 11th International Conference on Computing, Communication, and

Networking Technologies 2020 (ICCCNT 2020) held at IIT, Kharagpur (Nazareth and

Chandavarkar 2020). LQRP uses the two-hop link quality of neighbors as an attribute

to select the next hop. The next hop is decided based on the cost of the neighbors, which

is computed by applying appropriate weight to the two-hop link quality. The detailed

design and simulation, followed by its comparison with state-of-art Link Quality Esti-

mation based Routing (LQER) (Jiang et al. 2006) protocol in terms of Packet Delivery

Ratio (PDR) is presented in Section 5.1 and Section 5.2 respectively.

5.1 DESIGN OF THE LQRP PROTOCOL

This section discusses the design of the LQRP protocol in detail. Signal-to-noise ratio

(SNR) is used to measure the link quality (Tan et al. 2012). Section 5.1.1 discusses the

computation of the SNR from various physical parameters. Section 5.1.2 elaborates on

determining the next hop in LQRP using computed SNR.
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5.1.1 Computation of SNR

This section elaborates on the computation of the SNR between two nodes underwater.

The SNR mainly depends on the source level, transmission loss, and noise. Further,

the transmission loss depends on various physical parameters such as temperature, pH,

and salinity. Besides, the noise caused due to thermal, turbulence, wind, shipping, the

distance between nodes, and the depth at which the nodes are deployed. This section

discusses the modeling of the SNR for deep underwater surface duct model (Domingo

2008). The SNR is computed using Eq. (5.1) (Urick 1983)

SNR = SL − TL − N(f) + DI (5.1)

where SL is the source level, TL is the transmission loss, N(f) is the noise level, and

DI is the directivity index. Transmission loss TL is computed using Eq. (5.2)

TL =



20 log r + (α + αL) r × 10−3

where r < 350H1/2(short ranges)

10 log r0 + 10 log r + (α + αL) r × 10−3

where r > 350H1/2(long ranges)

(5.2)

where r is the distance between nodes, 10 log r0 = 20.9 + 5 log H , where H is the

mixed-layer depth (in meters), αL is calculated by the Eq. (5.3)

αL =
26.6f(1.4)S

((1452 + 3.52t)H)1/2
(5.3)

where f is the frequency of transmission (in kHz), S is the sea-state and t is the tem-

perature. The total transmission loss depends on the absorption coefficient α in dB/km.

The α is calculated by the Eq. (5.4).
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α =
A1P1f1f

2

f + f1
2 +

A2P2f2f
2

f + f2
2 + A3P3f

2 (5.4)

The terms used in the Eq. (5.4) are explained in Eq. (5.5) through Eq. (5.11). A1 and

P1 are the pure water component and depth pressure of pure water. In Eq. (5.4), f1 is

the relaxation frequency (in kHz) for Boric acid and it is calculated using Eq. (5.5)

f1 = 2.8
SY

35

0.5

× 10(4−1245/(273+t)) (5.5)

where SY is the salinity of water (in parts/1000), and t is the temperature (in °C). The

relaxation frequency f2 of Magnesium sulphate is calculated using Eq. (5.6).

f2 =
8.17× 108−1990/(273+t)

1 + 0.0018(s− 35)
(5.6)

Boric acid level component A1 is calculated using Eq. (5.7)

A1 =
8.68

c
10(0.78pH−5) (5.7)

where pH is the pH of water and c is the speed of sound in water, it is calculated using

Eq. (5.8)

c = 1412 + 3.21T + 1.19S + 0.0167z (5.8)

where z is the depth in meters. A2 is the Magnesium sulphate component in seawater

and it is calculated using Eq. (5.9)

A2 = 21.44
S

c
(1 + 0.025T ) (5.9)
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P1 and P2 are the depth pressure of the Boric acid and Magnesium sulphate term in

seawater. P1 = 1 and P2, P3 are given the Eq. (5.10) and Eq. (5.11) respectively.

P2 = 1− 1.37× 10−4z + 6.2× 10−9z2 (5.10)

P3 = 1− 3.83× 10−5z + 4.910−10z2 (5.11)

Apart from transmission loss, SNR is affected by ambient noise. The ambient noise is

the sum of the thermal, turbulence, waves, and shipping noise (Domingo 2008). The

overall power spectral density on the ambient noise is calculated using Eq. (5.12)

N(f) = Nth(f) +Nt(f) +Nw(f) +Ns(f) (5.12)

where Nth(f) is thermal noise, Nt(f) is noise due to turbulence, Nw(f) noise due to

wind , Ns(f) is the noise due to shipping activity and are determined using Eq. (5.13)

through Eq. (5.16), respectively.

10 log Nth (f) = −15 + 20 log f (5.13)

10 log Nt (f) = 17 − 30 log f (5.14)

10 log Nw (f) = 50 + 7.5w1/2 + 20 log f − 40 log(f + 0.4) (5.15)

where w is the wind speed in m/s.

10 log Ns (f) = 40 + 20 (s− 0.5) + 26f − 60 log(f + 0.03) (5.16)

where s is the shipping activity that ranges from 0 for the lowest shipping activity to 1

for the highest shipping activity.
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5.1. Design of the LQRP protocol

5.1.2 Identifying a next hop in LQRP

Figure 5.1: Identifying the next hop in LQRP.

The flowchart for next hop identification in LQRP is shown in Figure 5.1. Every

deployed node executes this mechanism under scenarios such as switched on, the posi-

tion changed, or time-out (regular interval). Any deployed node i initializes Ni = {∅},

indicating that it does not have any neighbors; SNRfh indicates the first hop, SNR of i

with its neighbor j and is initialized to SNRfh = {∅}. Additionally, SNRsh indicates

the second hop SNR between neighbor j of i with its best next hop and is initialized
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to SNRsh = {∅}. When a node i receives beacon from the node j, Ni and SNRsh

are updated according to beacon.node and beacon.SNR respectively. Moreover, node

i computes SNR with its neighbor j (SNRi,j , Refer Section 5.1.1) and SNRfh is up-

dated. In the case of Ni = {∅}, node i concludes itself as an isolated node without next

hop (next hop). However, in the case of sink ∈Ni, i selects sink as its next hop. Other-

wise, cost of each neighbor j with reference to the node i is computed using Eq. (5.17).

Ci,j = W ∗ SNRfh(j) + (1−W ) ∗ SNRsh(j) (5.17)

where W is the weight, ranging from 0 to 1.

Upon computing Ci,j , the neighbor j, with the highest Ci,j , is selected as a next

hop. Besides, node i broadcasts its id, and SNR between itself, with its best next

hop (SNRi,next hop) information, using beacon beacon.node, and beacon.SNR, respec-

tively.

5.2 SIMULATION AND EVALUATION OF THE LQRP

This section discusses the simulation and evaluation of the LQRP in detail. Simulation

of LQRP is carried out using MATLAB. Further, its performance is compared with the

state-of-the-art LQER protocol in terms of PDR (Jiang et al. 2006). The PDR is used

as a performance metric for the comparison. Simulation topology and parameters are

elaborated in Section 5.2.1. The results and analysis of LQRP are elaborated in Section

5.2.2.

Figure 5.2: Simulation topology to evaluate LQRP with LQER.
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5.2.1 Simulation setup

The topology shown in Figure 5.2 is used to evaluate the LQRP with LQER. In the

given topology, node 1 is the source, and node 0 is the sink.

Table 5.1: Simulation parameters used in LQRP and LQER.

Parameters Values
Number of nodes 5

Shipping activity (Ns(f)) 0 to 1 ( increased in step of 0.1)
Temperature (T ) 36 to 18 ( decrease in step of 2 °C)

Salinity (S) 25 to 34 ppm( increased in step of 1)
Source level (SL) 105 dB/1 m Pa/1 m

Frequency (f ) 10 kHz
pH (pH) 7.5

The simulation parameters used in evaluating LQRP with LQER are shown in Table

5.1. Thorough simulations are carried out by generating different input combinations

of SNR between nodes for a topology, as shown in Figure 5.2, and the performance is

evaluated. During every input combination, shipping activity, temperature, and salinity

are varied. Additionally, using Eq. 5.1, first hop SNR (SNRfh) between i and j, and

second hop SNR (SNRsh) between j and its best next hop are computed.

Algorithm 1 Generation of input combination of SNR between nodes.
Input: Di,j = Distance between node i and its neighbor j;Dj,sh =
Distance between neighbor j of i and its best hop sh;Source level =
105;Frequency = 10kHz; pH = 7.5
for Shipping = 0.1 : 0.1 : 1 do

for Temp = 36 : −2 : 18 do
for Salinity = 25 : 1 : 34 do
SNRi,j = compute snr(Shipping, Temp, Salinity,Di,j, Source level,
Frequency, pH);
SNRj,sh = compute snr(Shipping, Temp, Salinity,Dj,sh, Source level,
Frequency, pH);

end for
end for

end for
Output: SNRi,j, SNRj,sh

The overall process of generating different input combinations is shown in Algo-

rithm 1. For every input combination of SNR, cost of neighbor j, with reference to
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source/forwarder i, is computed (Refer Eq. 5.17) and a neighbor that has maximum

Ci,j is selected as next hop. In this way, the route path from the source to the sink is

determined.

5.2.2 Results and analysis
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Figure 5.3: SNR-PDR profile (Tan et al. 2012).

This section discusses the results of LQRP, and its PDR is compared with the state-

of-the-art LQER. Once the routing path, from the source to the sink, is determined

(Refer Section 5.2.1), further, the overall PDR (PDR between source to the sink) is

computed. In general, PDR is computed in two steps. In the first step, the corresponding

PDR of individual link’s from SNR, between the source to the sink is determined. The

PDR of individual links can be obtained by using SNR-PDR profile (Tan et al. 2012).

The SNR-PDR profile is shown in Figure 5.3.

Figure 5.4: Computation of overall PDR.

In the second step, the overall PDR is calculated using the PDR of individual links,

which is obtained in the previous step. The calculation of overall PDR is elaborated

with the help of Figure 5.4.

The PDR from Source to the intermediate node I is 0.8. It indicates that suppose

1 packet is sent from the Source node, only 0.8 packets is received at the node I .

Besides, out of 0.8 packets sent from node I , only 0.7 are received at the sink. That is,
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Figure 5.5: Overall PDR between a source to the sink when (a) W = 1 (b) W = 0.75
(c) W = 0.5 (d) W = 0.25 (e) W = 0.

0.8× 0.7 = 0.56 packet is received at the sink. Thus, the overall PDR from the source

to the sink (Two hop topology as shown in Figure 5.4) is obtained by multiplying PDRs

of individual links encountered in the path.

Figures 5.5(a) through 5.5(e) show average PDR in LQRP and LQER. In the case

of the weight W = 1, in LQRP the complete weightage is given for SNRfh(j) (Refer

Section 5.1.2). Accordingly, the next hop selection remains the same in both LQRP and

LQER and achieves PDR of 57.22% as shown in Figure 5.5 (a). In LQRP, when weight
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Table 5.2: Average PDR in LQRP for various weight W .

Weight Avg. PDR %
LQRP LQER

1 57.22 57.22
0.75 62.33

*
0.50 64.87
0.25 63.87

0 63.77

* Weight = 0.75, 0.5, 0.25, and 0 is not applicable in the case of LQER.

W is varied as 0.75, 0.5, 0.25, & 0, these weightages are used for SNRfh(j). Further,

the remaining weightage 0.25, 0.5, 0.75 & 1 are used for SNRsh(j), respectively. The

average PDR achieved in LQRP whenW = 1, 0.75, 0.5, 0.25 & 0 andW = 1 for LQER

are given in table 5.2.

5.3 SUMMARY

This part of the study presents LQRP for UASNs. LQRP uses the two-hop link quality,

with appropriate weight, to the first and its best hop, to decide on the next hop. LQRP

is evaluated with weights of 1, 0.75, 0.5, 0.25, and 0, and in all scenarios LQRP out-

performs LQER in terms of PDR. Thus, LQRP is suitable for applications that demand

high reliability.

The following chapter presents the proposed Location-Free Void Avoidance Routing

(LFVAR) protocol for UASNs.
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CHAPTER 6

DESIGN AND EVALUATION OF LOCATION-FREE
VOID AVOIDANCE ROUTING (LFVAR) PROTOCOL

This chapter elaborates on Location-Free Void Avoidance Routing (LFVAR) protocol

for UASNs published in Springer’s Wireless Personal Communication (Nazareth and

Chandavarkar 2021b). LFVAR uses the neighboring node’s status (void or normal) as a

primary attribute, followed by hop count to reach the sink, and the depth (z-coordinate),

as secondary attributes to select the next hop. The detailed design and implementa-

tion using UnetStack (Chitre 2022b) are presented in Section 6.1 and 6.2 respectively.

Additionally, Section 6.3 presents the comparison of LFVAR protocol with the state-of-

the-art Interference-aware routing (Intar) (Javaid et al. 2018) in terms of average hop

count, end-to-end delay, PDR, throughput, and energy consumption.

6.1 DESIGN OF THE LFVAR PROTOCOL

This section elaborates on the design of the LFVAR protocol, which uses a void avoid-

ance mechanism to forward the packets. LFVAR protocol has following two phases:

• Phase-I: Initialization of hop count, status, and depth followed by the broad-

casting of beacon by the sink

During this phase, all nodes in the UASNs initialize their hop count, status, and

depth. Further, during the regular interval, the sink node broadcasts the beacons

in the network (Refer Section 6.1.1).
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• Phase-II: Identifying the next hop

During this phase, every node (except the sink) in the network identifies its next

hop based on information such as hop count, status, and depth, propagated through

the beacons. The sink initiates the propagation of the beacon (Phase-I), which is

further updated, and forwarded by the other nodes in the network. The detailed

design of Phase-II is presented in Section 6.1.2.

6.1.1 Phase-I: Initialization of hop count, status, and depth followed by the broad-

casting of beacon, by the sink

During this phase, every deployed node i (except the sink) initializes,

• Hop count (Hi)→ 99 (indicates node i is not reachable to the sink).

• Status (Vi)→ 1 (indicates node i as a void).

• Depth (Di)→ z-coordinate of node i.

• Neighbour list (Ni)→ {∅} (indicates no neighbours to node i).

• Neighbour table (NT i
p×q)→ [ ], holds the attributes (node id, hop count, status,

and the depth) value of the neighbor(s) j of node i and j ∈ Ni, p = |Ni|, q = 4.

• Potential Relay Node(s) (PRNs) of node i (PRNi)→ {∅} (indicating no PRN to

node i). PRNi can be defined as per Eq. (6.1).

PRNi = {j : ∀ j ∈ Ni && NT i[Ij][4] < Di && NT i[Ij][3] == 0} (6.1)

where Ij represents the index of neighboring node j in Ni. NT i[Ij][3], and NT i[Ij][4]

represent the status and depth of the node j, respectively. However, the sink node i

initializes,

• Hop count (Hi)→ 0 (indicates sink i itself is the destination).

• Status (Vi)→ 0 (indicates sink node i is a normal node).
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• Depth (Di)→ z-coordinate of sink node i.

The sink node i broadcasts the beacon, consisting of beacon.node = i, beacon.hop =

Hi, beacon.void = Vi, and beacon.depth = Di at regular interval.

6.1.2 Phase-II: Identifying the next hop

Figure 6.1: Phase-II: Determining the next hop at node i (except the sink).
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During this phase, the next hop in the LFVAR protocol is identified. The detailed

design of Phase- II is shown in Figure 6.1. TheNi andNT i are updated at node i, when

it receives beacon. Selection of the next hop at every node i in LFVAR protocol for

different scenarios is explained as follows:

• Node i does not have any neighbor (Ni = {∅})

The node i is the isolated node; thus, it does not have any next hop.

• One of the neighbors is the sink node (Sink ∈ Ni)

The node i selects the sink as its next hop (next hop = Sink). Further, node i

updates its hop count to 1 (Hi = 1), status to normal (Vi = 0). Also, it broadcasts

the beaconwhich consists of beacon.node = i, beacon.hop = Hi, beacon.void =

Vi, and beacon.depth = Di.

Algorithm 2 Updating PRNi at the node i.
1: count = 1
2: while (count ≤ |Ni|) do
3: if (NT i[count][4] ≤ Di && (NT i[count][3] == 0) then
4: PRNi ← PRNi ∪ {NT i[count][1]}
5: end if
6: count = count+ 1
7: end while

The remaining scenarios depend on the computation of PRNi. Computation of the

PRNi is shown in the Algorithm 2. The PRNi is computed using the depth and status

of nodes in Ni.

• Node i has PRNs (PRNi 6= {∅})

In the case PRNi is non-empty, node i computes the cost (Ci,j) of j ∈ PRNi

with reference to i given as follows

Ci,j =
(Di −NT i[Ij][4])

Range
× 1

NT i[Ij][2]
(6.2)

where Range is the coverage range. The value of the Ci,j ranges from 0 to 1.

Further, node i selects a neighbor j which has the highest Ci,j as its next hop
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(next hop = jMAX(Ci,j)), and sets its status as normal (Vi = 0). Moreover, node

i updates its Hi, by incrementing hop count of selected next hop (Hnext hop). Fi-

nally, node i broadcasts the beaconwhich consists of beacon.node = i, beacon.hop =

Hi, beacon.void = Vi, and beacon.depth = Di.

• Node i does not have any PRNs (PRNi = {∅})

This scenario indicates that node i does not have any normal neighbors at the

lower depth. In such cases, node i selects its next hop, deployed at a higher

depth, using Eq. (6.3)

depth differencei,j = (NT i[Ij][4]−Di) (6.3)

where depth differencei,j is the depth difference of node j present at higher

depth with reference to i and j ∈ Ni. Node i selects a node j with the lowest

depth differencei,j as its next hop (next hop = jMIN(depth differencei,j ). Ac-

cordingly, node i updates its status as void (Vi = 1), hop count (Hi) as 99.

Additionally, node i broadcasts beacon which consists of beacon.node = i,

beacon.hop = Hi, beacon.void = Vi, and beacon.depth = Di.

6.2 IMPLEMENTATIONS OF LFVAR

Figure 6.2: Agents used in the implementation of LFVAR protocol in UnetStack.
∗ Agents only applicable to the sink node.

# Agents only applicable to all nodes (except to the sink).
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Here, implementation of the LFVAR in UnetStack is described. UnetStack is a

agent-based UASNs simulation tool (Chitre 2022b; Chitre et al. 2014b). As discussed

in Section 6.1, the LFVAR protocol is executed at all the nodes in the network. The

various agents used in implementing the LFVAR are shown in Figure 6.2. The agent,

SinkAgent, implements the sink node initialization and broadcasting of the beacon. The

agent, NodeAgent, implements the identification of the next hop at every node (except

at the sink). The major features of UnetStack followed by implementation details of

SinkAgent and NodeAgent are elaborated in Section 6.2.1, 6.2.2 and 6.2.3, respectively.

6.2.1 UnetStack

UnetStack 1 is based on the Framework for Java and Groovy Agents (Fjage) (Chitre

2022a). One of the salient features of the UnetStack is that, it organises many software-

oriented agents. An agent is similar to a layer in the conventional network stack. How-

ever, agents provide more flexibility in terms of resource consumption. Thus cross-layer

optimization is fulfilled easily when compared to traditional protocol stack architec-

ture. There are many advantages of using UnetStack in the simulation of underwater

networks. UnetStack supports both discrete and real-time simulation. Discrete-event

simulation is instrumental in executing extensive simulations in a short time, thereby

allowing robust testing of protocols. Real-time simulation is helpful in testing protocols

with the intent of a real-time environment. Another significant advantage of UnetStack,

compared to most other tools, is that it provides the transition of compiled binary code

of simulation to UnetStack-compliant underwater modem without any changes (Luo

et al. 2017; Chitre et al. 2014b,a). Thus there is no need to write separate code for

simulation and real-time modem.

The router and rdp agents provide ROUTING and ROUTE MAINTENANCE ser-

vices, respectively. The ROUTING service assists in maintaining the routing table and

forwarding the data accordingly. ROUTE MAINTENANCE determines new routes

and notifies the changes in the routes, to the ROUTING service (Chitre 2022b). MAC

agent provides access to the channel with reduced data packet collision and enhanced

1https://unetstack.net/
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throughput. The node agent provides NODE INFO service, which helps obtain node

information. The uwlink provides reliable transmission link. The HalfDuplexModem

agent implements a PHYSICAL service that enables direct access to the channel.

6.2.2 The SinkAgent

Figure 6.3: Organization of SinkAgent.

The SinkAgent is implemented at the sink node, responsible for initializing and

broadcasting the beacon at regular intervals. The organization of SinkAgent is shown in

Figure 6.3. The startup() method of the SinkAgent overrides startup() method, defined

in the UnetAgent base class. The base class UnetAgent defines most of the necessary

behaviors. With reference to Section 6.1, the sink node i creates and broadcasts the

beacon consisting of beacon.node = i, beacon.hop = Hi, beacon.void = Vi, and

beacon.depth = Di. The node id i and depth Di, at which the sink is deployed, are

obtained using services provided by the node agent. The beacon is sent by using Ticker-

Behavior defined by Fjage (Chitre 2022a). A TickerBehavior is executed repeatedly

with a specified time between calls.
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6.2.3 The NodeAgent

Figure 6.4: Organization of NodeAgent.

The NodeAgent is deployed at all nodes (except at the sink) in UASNs for identi-

fication of the next hop and is extended from the UnetAgent class. The startup() and

processMessage() methods of the NodeAgent, override the ones defined in the UnetA-

gent base class of the UnetStack. Additionally, NodeAgent class introduces addRoute()

method as shown in Figure 6.4. The implementation of each method is explained as

follows:

• startup(): This method obtains the agent id’s of the physical, node, rdp, MAC,

and uwlink. A physical agent id is required to broadcast the beacon and notify

the incoming beacon messages from other nodes and the node agent id is required

to obtain the node’s id. Using the router agent id, the next hop is configured in

the routing table of UnetStack.
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• processMessage(): It is the core method in identifying the next hop in LFVAR

protocol. Whenever a node i receives the beacon from a neighboring node, pro-

cessMessage() method is triggered, and it stores the information present in the

beacon into the neighbor table NT i and finds the next hop using Eq. (6.2) or

(6.3).

• addRoute(): This method is called by processMessage(); when there is a change

in next node. The addRoute() generates RouteDiscoveryNtf notification, and is

sent to the router agent to update the routing table.

6.3 SIMULATION AND EVALUATION OF THE LFVAR PROTOCOL

This section discusses the simulation and evaluation of the LFVAR protocol in detail.

Simulation of LFVAR is carried out using UnetStack. Section 6.3.1 discusses the next

hop selection in the Intar, and LFVAR. Moreover, Section 6.3.2 presents the comparison

of LFVAR protocol with the state-of-the-art Interference-aware routing (Intar) (Javaid

et al. 2018), in terms of average hop count, end-to-end delay, Packet Delivery Ratio

(PDR), throughput, and energy consumption.

6.3.1 Next hop selection in Intar and LFVAR

In this subsection discussion is on the next hop selection in the Intar and LFVAR which

is done using an 8-node topology. Nodes deployed in a 3-dimensional location (x, y, z)

are manually fixed in a 500 × 500 × 500 units area with the coverage range of nodes

as 100 units.

A. Next hop selection in Intar

The next hop selection in Intar is explained with the help of the topology as shown

in Figure 6.5. The next hop selection in Intar is based on the cost, which is calculated

based on Eq. (4.2) (Refer Section 4.2.1) (Javaid et al. 2018). A PFN that has the

highest cost is selected as the next hop. In the case of non-availability of PFN, Intar

selects a neighbor, with the minimum Euclidean distance to the sink, as the next hop
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Figure 6.5: Next hop selection in the Intar.

among the non-PFN, without applying Eq. (4.2). As shown in Figure 6.5, node 7 is

directly reachable to the sink (node 0). Thus node 7 selects sink as its next hop. Node 6

has 5 and 7 as its neighbors at higher depths (non-PFNs). Node 7 has a lower Euclidean

distance to the sink (94.86 units) than 5 (116.61 units). Thus node 6 selects 7 as its next

hop.

Table 6.1: Cost of PFN of node 5.

Node
(j)

Number of
neighbors

(|Nj|)

Distance
from node 5

(D5,j)

Hop distance
from the sink

(Hj)
Cost (C5,j)

6 2 97 2 97

2× 2
= 24.25

7 3 37 1 37

3× 1
= 12.33

Nodes 6 and 7 are the candidate PFNs to 5. As shown in Table 6.1, C5,6 and C5,7

(Eq. (4.2)) are calculated. C5,6 is higher than C5,7, resulting in node 5 selecting 6 as the

next hop. Further, node 4 has only a PFN 5, thus, node 4 selects 5 as its next hop. Node

3 has candidate nodes 4 and 1. Also, by computing C3,4 and C3,1, node 3 selects 4 as its

next hop (Eq. (4.2)). Similarly, node 2 selects 3 as its next hop. However, node 1 is a

void node, and it does not have any PFN; thus, it selects non-PFN at the lowest distance

to the sink as its next hop. Nodes 2 and 3 are non-PFN to void node 1. Node 2 has a

lower Euclidean distance to the sink (229.74 units) than that of 3 (237.9). Thus node 1

selects 2 as its next hop.
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B. Next hop selection in LFVAR

Figure 6.6: Next hop selection in the LFVAR.

The next hop selection in LFVAR is discussed with reference to the topology shown

in Figure 6.6 (similar to topology shown in Figure 6.5). Node 7 has only the sink as its

PRN. Thus, node 7 selects the sink as its next hop (Refer Section 6.1.2).

Table 6.2: Depth difference with neighbors of nodes 6 and 1.

Node Depth depth difference
Node 6 (Depth = 85)

5 100 100 - 85 = 15
7 90 90 - 85 = 5

Node 1 (Depth = 206)
2 228 228 - 206 = 22
3 210 210 - 206 = 4

Node 6 does not have any PRN, hence, depth difference6,5 & depth difference6,7

are computed (Eq. (6.3)), as shown in Table 6.2. Further, node 6 selects 7 as its next

hop since depth difference6,7 is lower than depth difference6,5. Nodes 5 and 4

have lone PRNs 7 and 5, respectively, and they are selected as their next hop. Simi-

larly, nodes 3 and 2 have lone PRNs 4 and 3, respectively, becoming their next hop.

For void node 1, there are no PRNs’; thus, depth differences with nodes deployed at

higher depths are computed. Accordingly, node 1 computes depth difference1,2 and

depth difference1,3. Node 1 selects 3 as its next hop since depth difference1,3 is

lower than depth difference1,2, as shown in Table 6.2.
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6.3.2 Performance comparison between LFVAR and Intar

Table 6.3: Simulation parameters used in the evaluation of the LFVAR.

Parameters Value
The number of

manually deployed
nodes

5, 9, 13, 17, 21 and the number of
void nodes are 1, 2, 3, 4, 5,

respectively
Transmission energy 2 W

Reception energy 0.1 W
Simulation duration 1800 seconds
Transmission range 100 meters

Load 3 packets/minute
Size of data packet 384 bits

In addition to comparing LFVAR with Intar in Section 6.3.1, further performance

is compared in terms of average hop count, end-to-end delay, PDR, throughput, and

energy consumption. The simulation parameters are shown in Table 6.3. Results and

its analysis of individual performance metrics are elaborated as follows:

A. Average hop count
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Figure 6.7: Average hop count in LFVAR and Intar.

It is the average number of hops to reach the sink. The lower the average hop count,

the better the performance. As shown in Figure 6.7, the next hop selection in LFVAR

results in a lower hop count than Intar. LFVAR prevents the selection of void node and
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6.3. Simulation and evaluation of the LFVAR protocol

trap node as the next hop. In Intar, even a void node can be part of the routing. Intar

follows the void recovery mechanism; in the case of a packet stuck at the void node, it

results in an increased hop count. In general, simulations show that LFVAR results in

23.87 % less hop count, compared to Intar.

B. Average end-to-end delay
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Figure 6.8: Average end-to-end delay in LFVAR and Intar.

The end-to-end delay is the time elapsed from the packet generation at the source

to the reception of the packet at the sink. The end-to-end delay includes propagation

delay, processing delay, and transmission delay. The node introduces transmission and

processing delays as packets forward through each intermediate hop. The transmission

delay is the time required to transmit all bits of a packet into media by the node. Pro-

cessing delay is the time needed to decode the packet header. As elaborated in Section

6.3.1, LFVAR results in a lower hop count than Intar. Thus, overall transmission and

processing delay is decreased in LFVAR, than in Intar, resulting in reduced end-to-end

delay as shown in Figure 6.8. In general, simulations show that LFVAR results in 32.32

% better performance than Intar in terms of average end-to-end delay.
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C. PDR
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Figure 6.9: PDR of LFVAR and Intar.

PDR is the ratio of the distinct packet received by the sink, to the total number

of packets sent by the source nodes in the network. As shown in Figure 6.9, LFVAR

achieves a better PDR than Intar. The transmitted packet, by different sources, takes

more time to deliver to the sink node in the Intar (Refer Section 6.3.1 and 6.3.2B). Thus

packets remain in the network for a longer duration, which causes a collision between

packets. In conclusion, simulations show the PDR of LFVAR is 9.87 % more than that

of Intar.

D. Throughput
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Figure 6.10: Throughput of LFVAR and Intar.
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Figure 6.10 shows that LFVAR achieves better throughput than Intar. One of the

reasons for achieving better throughput in LFVAR is, more packets are delivered to the

sink than Intar. As packets travel through fewer intermediate hops, there is a lower

chance of packet loss. With reference to Figure 6.7, LFVAR results in a lower number

of intermediate hops to reach the sink, therefore, a lower packet loss than Intar.

E. Energy consumption
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Figure 6.11: Energy consumption in LFVAR and Intar.

Figure 6.11 shows the total energy consumption with an increase in the number

of nodes. As per Figure 6.7, the average hop count increases as the number of nodes

increases. Thus as the average hop count increases, the number of transmissions and

reception of packets increases, resulting in higher energy consumption. In terms of

energy consumption, LFVAR always consumes less energy than Intar. This is due to

LFVAR resulting in a lower hop count, with fewer number of transmissions and recep-

tions of the packet. When compared, LFVAR consumes 20.54 % less energy than Intar

in the simulations.

6.4 SUMMARY

This part of the thesis presents the LFVAR protocol. Results and analysis show that the

LFVAR protocol outperforms 23.87% and 32.33% in comparison with Intar in terms
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of hop count and end-to-end delay, respectively. Additionally, LFVAR protocol out-

performs 9.87% and 20.54% in comparison with Intar, in terms of PDR and energy

consumption, respectively. Thus, the LFVAR protocol is suitable for delay-sensitive,

reliable underwater applications.

The following chapter presents the proposed Link and Void Aware Routing (LVAR)

protocol.
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CHAPTER 7

DESIGN AND EVALUATION OF LINK AND
VOID-AWARE ROUTING (LVAR) PROTOCOL

This chapter elaborates on the Link and Void Aware Routing (LVAR) protocol for

UASNs, which is another version of LFVAR (Chapter 6). LVAR protocol has been

published in the 12th International Conference on Computing, Communication, and

Networking Technologies 2021 (ICCCNT 2021) held at IIT, Kharagpur (Nazareth and

Chandavarkar 2021a). LVAR uses neighboring node’s status (void or normal) as a pri-

mary attribute. Additionally, LVAR uses the hop count, the depth (z coordinate), and

Packet Delivery Probability (PDP) with its neighbor as secondary attributes to select the

next hop. The detailed design, and the simulation are followed by the comparison with

state-of-the-art Interference-aware routing (Intar) (Javaid et al. 2018) as presented in

Section 7.1, and 7.2 respectively. Hop count, end-to-end delay, and throughput are used

as performance metrics for the comparison.

7.1 DESIGN OF THE LVAR PROTOCOL

As mentioned above, LVAR is another version of LFVAR. Thus, the design of LVAR is

explained briefly. As explained in the LFVAR, LVAR also contains two phases (Refer

Section 6.1).

• Phase-I: Initialization of hop count, status, and depth, followed by the broad-

casting of beacon by the sink
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• Phase-II: Identifying the next hop

In this phase, information in the received beacon is stored locally at the node.

Further, based on this information, a node identifies its next hop.

The Phase-I of LVAR is the same as that of LFVAR. However, only in Phase-II

of the following scenario the next hop selection in LVAR varies in comparison with

LFVAR:

Node i has Potential Relay Nodes (PRNs) (PRNi 6= {∅})

In case the PRNi is non-empty, node i computes the cost Ci,j of all neighbors j, where

j ∈ PRNi as per Eq. (7.1).

Ci,j =
(Di −NT i[Ij][4])× Pi,j

Range×NT i[Ij][2]
(7.1)

where Pi,j is the PDP between source/forwarder node i with j (Refer Section 7.1.1),

Range is the communication range of the node. The value of the Ci,j ranges from 0

to 1. Further, node i selects a neighbor j which has the highest cost as its next hop

(next hop = jMAX(Ci,j)) and sets its status as normal (Vj = 0). Additionally, node i

updates its hop count (Hi) by incrementing hop count of selected next hop. Finally,

node i broadcasts beacon with beacon.node = i, beacon.hop = Hi, beacon.void = Vi,

and beacon.depth = Di.

7.1.1 Computation of packet delivery probability

The Packet Delivery Probability (PDP) is an important parameter in deciding the trans-

mission reliability between pairs of nodes. It mainly depends on path loss, the distance

between nodes, and packet size. The path loss over a distance is given by (Domingo

2008):

A(d, f) = dkα(f)d (7.2)
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where d, k, α(f) are distance between nodes, spreading factor (1 ≤ k ≤ 2) and ab-

sorption coefficient respectively. The following equation calculates the absorption co-

efficient:

α(f) =
0.1f 2

1 + f 2
+

40f 2

4100 + f 2
+ 2.75× 10−4f 2 + 0.003 (7.3)

where f is the frequency in kHz. The average Signal-to-Noise Ratio (SNR), over the

distance d (SNR(d)), is computed by the following equation (Noh et al. 2015):

SNR(d) =
Eb

N0dkα(f)d
(7.4)

where Eb is the average transmission energy per bit, and N0 is the noise power density

in a nonfading Additive White Gaussian Noise (AWGN) channel. Bit error probability

Pe(d) over a distance d is computed by (Noh et al. 2015):

pe(d) = 0.5

(
1−

√
SNR(d)

1 + SNR(d)

)
(7.5)

Finally, if two nodes are separated by a distance d and packet size is m bits, then

PDP Pi,j can be calculated by the equation:

Pi,j = (1− pe(d))m (7.6)

7.2 SIMULATION AND EVALUATION OF THE LVAR PROTOCOL

This section discusses the simulation and evaluation of the LVAR protocol in detail.

Simulation of LVAR is carried out using UnetStack. Further, its performance is com-

pared with the state-of-the-art Intar (Javaid et al. 2018) protocol. Section 7.2.1 discuss

the next hop selection in the LVAR compared to the Intar. Section 7.2.2 presents the

results of LVAR compared to Intar. Hop count, end-to-end delay, and throughput are

used as performance metrics for the comparison.
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7.2.1 Next hop selection in Intar and LVAR

Next hop selection has a critical influence on the performance of UASNs. The next hop

selection in the Intar and LVAR are discussed below.

A. Next hop selection in Intar

Figure 7.1: Next hop selection in the Intar.

This subsection aims at understanding the next hop selection in Intar with reference

to the topology shown in Figure 7.1. Next hop selection in Intar is based on the cost

function (CF), which is calculated based on Eq. (4.2) (Javaid et al. 2018).

Table 7.1: Cost of PFNs of node 5 & 3.

Node (j)
Number of
neighbors

(|Nj|)

Distance
between i & j

(Di,j)

Hop distance from
the sink (Hj)

Cost (CFi,j)

Cost of PFNs of node 5
6 2 91 1 91

2× 1
= 45.5

4 2 60 3 60

2× 3
= 10

Cost of PFNs of node 3
4 2 57 3 57

2× 3
= 9.5

5 3 37 2 37

3× 2
= 6.16

In Intar, a PFN that has the highest cost is selected as the next hop. In the case of

non-availability of PFN, Intar selects a neighbor, with a minimum Euclidean distance to

the sink, as the next hop among the non-PFN, without applying Eq. (4.2) (Refer Section

4.2.1). Node 6 has only the sink as the PFN & selecting it as the next hop.
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As shown in Figure 7.1, nodes 6 and 4 are the candidate PFN at node 5. As shown

in Table 7.1, CF5,6 and CF5,4 (Eq. (4.2)) are calculated, resulting in node 1 as the

next hop. However, at node 4 (void node), due to the non-availability of PFN, node

5 (non-PFN) is selected as the next hop. As shown in Figure 7.1, nodes 4 and 5 are

the candidate PFN at node 3. As shown in Table 7.1, CF3,4 and CF3,5 (Eq. (4.2)) are

calculated, resulting in node 4 (void node) as the next hop. Similarly, node 1 has only

a PFN 3. Thus, node 1 selects 3 as its next hop. Node 2 has PFN 1 and 3. Computing

CF2,1 and CF2,3 (Eq. (4.2)), node 2 selects 1 as its next hop.

B. Next hop selection in LVAR

Figure 7.2: Next hop selection in the LVAR.

The next hop selection is shown in the Figure 7.2 (topology is similar to Figure 7.1).

Node 6 is directly reachable to node 0 (sink), thus node 6 selects node 0 as its next hop.

Node 5 has 3 neighbors, 3, 4, and 6. Node 3 is at a higher depth than 5, and 4 is a void.

Node 5 has only a PRN 6. Thus node 5 selects 6 as its next hop. Void node 4 has two

neighbors 3 and 5 at a higher depth. In such case node 4 computes depth difference4,3

and depth difference4,5 (Eq. 6.3) and they are 45, and 15 respectively. Thus, node 4

selects 5 as its next hop as it is at a lower depth difference. Node 3 has four neighbors

1, 2, 4, and 5. However, nodes 1 and 2 are at a higher depth than 3, and 4 is void. Thus,

node 3 has only node 5 PRN, therefore it selects 5 as its next hop. Node 2 has two

PRNs, 1 and 3. Using Eq. (7.1), node 2 selects 3 as its next hop, eventually selecting 3

as its next hop, as it is only a PRN.
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Table 7.2: Simulation parameters used in LVAR and Intar.

Parameters Values
Number of nodes 7

Transmission range 100 m
Simulation duration 1800 seconds

Packet duration 1 packet/ 14 seconds

7.2.2 Simulation results

The performance of LFVAR is compared with state-of-the-art Intar in terms of hop

count, average end-to-end delay, and throughput. The simulations are carried out using

the topology shown in Figure 7.1. The simulation parameters are shown in Table 7.2.

Results and its analysis of individual performance metrics are elaborated as follows:

A. Hop count
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Figure 7.3: Hop count in LVAR and Intar.

As discussed in Section 7.2.1, hop count of individual nodes are shown in Figure

7.3. There are two major reasons for the LVAR resulting in the lower hop count. First,

LVAR avoids void nodes through the knowledge of status updates through beacons.

Second, the next hop selection strategy is used in the LVAR.
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B. Average end-to-end delay
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Figure 7.4: Average end-to-end delay in LVAR and Intar.

The average end-to-end delay of individual node id is shown in Figure 7.4. The

LVAR results in a lower hop count than Intar. As discussed in Section 6.3.2B., the

reduced hop count in the LVAR results in a lower average end-to-end delay.

C. Throughput
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Figure 7.5: Throughput in LVAR and Intar.

One of the reasons for achieving better throughput in LVAR is more packets are

delivered to the sink than Intar. As packets travel through fewer intermediate hops,

there is a lower chance of packet loss and a higher packet delivery ratio. Thus, LVAR

results in higher throughput than Intar, as shown in Figure 7.5.
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7.3 SUMMARY

To summarize, this chapter elaborates on the LVAR protocol, which uses the status of

neighboring nodes as a primary attribute. Further, hop count, depth, and PDP with

neighboring nodes are used as secondary attributes in selecting the next hop. LVAR is

implemented in UnetStack. Additionally, hop count, end-to-end delay, and throughput

are used as performance metrics to compare LVAR with state-of-the-art Intar. The result

shows that LVAR outperforms Intar in these metrics.

The following chapter presents the proposed Cluster-based Multi-Attribute Routing

(CMAR) protocol for UASNs.
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CHAPTER 8

DESIGN AND EVALUATION OF CLUSTER-BASED
MULTI-ATTRIBUTE ROUTING (CMAR)

PROTOCOL

This chapter elaborates on the Cluster-based Multi-Attribute Routing (CMAR) protocol

for UASNs, submitted to Springer’s Wireless Personal Communications. The CMAR is

sender-based, an opportunistic underwater routing protocol. In CMAR, every node (ex-

cept the sink) uses its neighboring node’s status (void or normal) as a primary attribute,

and advancement and Packet Delivery Probability (PDP) with neighboring nodes de-

ployed at lower depths, as secondary attributes, in selecting the next hop(s). The de-

tailed design of CMAR is elaborated in Section 8.1. Simulation of the CMAR is car-

ried out using MATLAB. Further, its performance is compared with the state-of-the-art

HydroCast (Noh et al. 2015), in terms of the number of forwarding nodes, number of

clusters formed, expected packet advancement, number of times void nodes are selected

as part of the forwarding set, and transmission reliability in Section 8.2.

8.1 DESIGN OF THE CMAR PROTOCOL

This section elaborates on the design of the CMAR protocol. The CMAR consists of

the following two phases:
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• Phase-I: Score computation and cluster formation

In CMAR, as first step every node i determines their PRNi (Refer Eq. (6.1),

Section 6.1.1). Additionally, node i computes the score of the nodes in PRNi.

The scores indicate the preference of the nodes in becoming part of the candi-

date forwarding set of source/forwarder i. In CMAR, the Technique for Order

Preference by Similarity to Ideal Solution (TOPSIS) (Hwang and Yoon 1981) is

used to compute the score of nodes in the PRNi, and scores of nodes in PRNi

are used in the cluster(s) formation. One of the reasons for selecting a candidate

forwarding set in the form of cluster(s) is to avoid duplicate data transmission

and hidden-node problems. When node i has data, it forwards it to its selected

cluster(s). More details of TOPSIS, score computation of nodes in PRNi, and

cluster formation in the CMAR is explained in Section 8.1.1.

• Phase-II: Data forwarding

As nodes in the candidate forwarding set (a cluster) receive the data, further for-

warding is done by coordination among them. The nodes receive the data in the

respective cluster and achieve coordination by using hold time. More details on

the data forwarding approach used in CMAR is explained in Section 8.1.2.

8.1.1 Phase-I: Score computation and clustering

This section elaborates on the details of the TOPSIS. Also, the score computation of

nodes in PRNi using TOPSIS, followed by cluster formation in CMAR, is discussed

in detail.

A. TOPSIS

TOPSIS is the well-known and widely used Multi-Attribute Decision Making (MADM)

technique in different fields of engineering (Behzadian et al. 2012; Chandavarkar and

Guddeti 2016). In TOPSIS, attributes of nodes in the PRNi are either benefit or cost

attributes. The benefit attributes, in which the higher the attribute value, the better the

priority (rank) and the more preferred. In the case of cost attribute, the higher the

attribute value, poor is the priority (rank) and is least preferred in the selection. Benefit

attributes in the UASNs routing are advancement, PDP, Signal-to-Noise Ratio (SNR),

86



8.1. Design of the CMAR protocol

the remaining energy of neighboring nodes, etc., and the cost attributes are hop count,

distance to the sink, etc.

Score computation using TOPSIS

In the CMAR, PRNi is determined using the Eq. (6.1) and attributes of nodes in PRNi

act as the input to the TOPSIS. The steps involved in computing scores of nodes in

PRNi by the source/forwarder i are elaborated as follows:

Step 1: Construction of decision matrix of nodes in PRNs

This step involves the creation of a decision matrix representing n attributes (advance-

ment and PDP) of m nodes of PRNi. Nodes are represented in rows, and attributes of

the corresponding node are represented in columns. The intersection of xth node with

yth attribute is represented by DM i[x][y]. Thus, decision matrix of nodes in PRNi are

represented as per Eq. (8.1).

(DM i[x][y])m×n (8.1)

where DM i[x][y] holds the yth attribute of xth node in PRNi, m = |PRNi|, and n is

the number of attributes to be considered, x ∈ {1, 2, 3, ...m}, and y ∈ {1, 2, 3, ...n}

Step 2: Attribute normalization

This step involves normalization of decision matrix ((DM i[x][y])m×n). Normalization

of attributes involves the transformation of the attributes from dimension to dimension-

less and put into a common scale, so that they are comparable (Vafaei et al. 2018).

In CMAR, the sum normalization method is used to normalize the attributes. The Eq.

(8.2) indicates, normalization of attribute at yth column, corresponding to node at xth

row of the matrix given in Eq. (8.1).

Ri[x][y] =
DM i[x][y]∑m
x=1DM

i[x][y]
(8.2)

The normalized matrix is represented as shown in Eq. (8.3).

(Ri[x][y])m×n (8.3)
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Step 3: Weight computation

Normalized matrix is obtained from the decision matrix of source/forwarder i. The at-

tributes used in the decision matrix or normalized matrix do not have equal importance.

Every attribute has to have a different priority. The weight of the attributes indicates

the importance or priority. Thus, the weights of each attribute need to be determined.

There are many techniques to compute the weights; some of them are Simplified and

Improved Analytical Hierarchy Process (SI-AHP) (Chandavarkar and Guddeti 2015),

Entropy, Variance (Wang and Kuo 2012) etc. However, the Entropy weighting method

is appropriate for the TOPSIS when the Sum normalization method is used (Chan-

davarkar and Guddeti 2016). Thus CMAR uses the Entropy weight method to compute

the weights of the attribute. The computation of weight of the attribute at yth column,

W i[y] using Entropy weight method is shown in Eq. (8.4).

W i[y] =
1− Ei[y]∑n

y=1(1− Ei[y])
(8.4)

where Ei[y] is the entropy of attribute at yth column, and computed using Eq. (8.5).

Ei[y] = −
∑m

x=1(R
i[x][y] ∗ ln(Ri[x][y])

ln(m)
(8.5)

The weight matrix is represented as shown in Eq. (8.6).

(W i[y])1×n (8.6)

Step 4: Computation of Weight-Cost matrix

The Weight-Cost matrix is computed using a normalized matrix and weights of the

attribute. The Eq. (8.7) shows the Weight-Cost computation of yth attribute of the node

at xth row.

WCi[x][y] = Ri[x][y] ∗W i[y] (8.7)
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The Weight-Cost matrix is represented as shown in Eq. (8.8).

(WCi[x][y])m×n (8.8)

Step 5: Computation of positive and negative ideal solutions for each attribute:

Ai+ = {A[1]+, A[2]+, A[3]+, ..., A[n]+} where A[y]+ = {MAX(WCi[x][y]), ∀ y ∈

benefit attributes} &&MIN(WCi[x][y]), ∀ y ∈ cost attributes} (8.9)

Ai− = {A[1]−, A[2]−, A[3]−, ..., A[n]−} where A[y]− = {MIN(WCi[x][y]), ∀ y ∈

benefit attributes &&MAX(WCi[x][y]), ∀ y ∈ cost attributes} (8.10)

The positive-ideal solution maximizes the benefit and minimizes the cost criteria. The

positive ideal solution A[y]+ of attribute y is calculated as per Eq. (8.9). The negative-

ideal solution maximizes the cost criteria and minimizes the benefit criteria. The neg-

ative ideal solution A[y]− of attribute y is calculated as per Eq. (8.10). In short, the

positive-ideal solution is made up of all the best possible criteria values. In contrast, the

negative-ideal solution comprises of all the worst possible criteria values.

Step 6: Finding Euclidean distance from positive and negative ideal solutions for

each node in PRN

Euclidean distance of node at xth row, from positive ideal solution EDi[x]+ is obtained

by using Eq. (8.11).
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EDi[x]+ =

√√√√ n∑
y=1

(WCi[x][y]− A[y]+)2 (8.11)

Matrix consists of Euclidean distance from the positive ideal solutions are represented

by Eq. (8.12)

(EDi[x]+)m×1 (8.12)

Euclidean distance of node at xth row, from negative ideal solution EDi[x]− is obtained

by using Eq. (8.13).

EDi[x]− =

√√√√ n∑
y=1

(WCi[x][y]− A[y]−)2 (8.13)

Matrix consists of Euclidean distance from the negative ideal solutions are represented

by Eq. (8.14)

(EDi[x]−)m×1 (8.14)

Step 7: Score computation of each node in PRNs:

Score of node correspond to xth row is computed by the Eq. (8.15).

Scorei[x] =
EDi[x]−

EDi[x]− + EDi[x]+
(8.15)

The matrix consists of scores of all nodes represented, as shown in Eq. (8.16). The

node that has a high score indicates higher priority and is more preferred.

(Scorei[x])m×1 (8.16)

In the state-of-the-art HydroCast, which is used to compare with CMAR, the suitability

of neighboring nodes is measured by computing the Normalized Advancement (NADV)

of the nodes present at the lower depth than the source/forwarder i (Noh et al. 2015).

The NADV is calculated by Eq. (8.17) (Lee et al. 2005b; Noh et al. 2015).
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NADVi,j = ADVi,j × Pi,j (8.17)

where NADVi,j is NADV of neighbor j deployed at lower depth with reference to

source/forwarder i. ADVi,j is advancement of the node j with reference to source/-

forwarder i (Eq. (1.1)) and it is the depth difference between the source/forwarder i

with node j. Pi,j is PDP between source/forwarder i and j (Eq. (7.6)) (More details of

HydroCast are given in Section 2.3).

B. Cluster formation

Algorithm 3 Cluster formation in CMAR at the node i.
1: Initialization:
2: Number of clustered nodes of i (NCi)→ 0
3: PRNi = {j1, j2, j3, ...jp}, where priority of j1 > j2 > j3 > ... > jp
4: Threshold number of nodes to be clustered (Th)
5: kth cluster of node i (Clusteri,k); k→ 1
6: First node in the cluster CH
7: Distance between CH and node (DCH,node)
8: lth index of the node in PRNi is not included in any of the cluster and it is repre-

sented by V [l] = 0
9: End of Initialization

10: for (l = 1 to |PRNi|) do
11: V [l] = 0
12: end for
13: while (NCi < Th && |NCi|6= |PRNi|) do
14: for (l = 1 to |PRNi|) do
15: if (V [l] == 0) then
16: Clusteri,k ← PRNi[l]
17: CH ← PRNi[l]
18: V [l] = 1
19: break
20: end if
21: end for
22: for (l = (l + 1) to|PRNi|) do
23: node = PRNi[l]
24: if (DCH,node ≤ Range

2
&& V [l] == 0) then

25: Clusteri,k ← Clusteri,k ∪ {node}
26: V [l] = 1
27: end if
28: end for
29: k = k + 1
30: NCi = NCi + |Clusteri,k|
31: end while
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Once the scores of PRNi are computed, the next step in CMAR is determining

the candidate forwarding set, by forming cluster(s) of suitable nodes. The clustering

approach used in the CMAR requires only the Threshold (Th) number of nodes from

PRNi to be clustered. Once Th number of nodes are clustered, the clustering process

is terminated.

The process of clustering in the CMAR is described in Algorithm 3. The clustering

process is initiated by the source/forwarder i (line no. 1 - 9). The clustering process

begins with a node that has the highest priority and is not a part of any cluster; that

node is referred to as CH . Additionally, node CH is marked as included in the cluster

(line no. 14 - 21). Further, i obtains the neighbors of node CH , which are at Euclidean

distance ≤ (Range
2

), where Range is the coverage area. Finally, node CH , along with

common nodes (not part of any cluster) in the PRNi and neighbors of node CH at

the Euclidean distance ≤ (Range
2

) are included in the cluster (line no. 22 - 28). The

cluster formation process is repeated until the Th number of nodes are included in

cluster (line no. 13). In this way, node i generates its clusters (Clusteri,1, Clusteri,2,

..., Clusteri,k).

Figure 8.1: Example of the cluster formation of node i in the CMAR with Th = 4.

The cluster formation process with Th = 4, is explained with the example shown in

Figure 8.1. The node i is the source/forwarder node. The node i computes its PRNi

by using Eq. 6.1 and subsequently determines their priority (or score), assuming that
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PRNi = {j1, j2, j3, j4, j5, j6}, are arranged in decreasing order of their priority using

TOPSIS. Further, using the Algorithm 3, node i selects the highest priority node j1 as

the CH and includes it in its first cluster (clusteri,1). Additionally, node i finds nodes

that are common in its PRNi and nodes that are at a Euclidean distance of (Range
2

) of

CH (using two-hop information). Accordingly, j3 and j5 are included in Clusteri,1.

Moreover, no more nodes exist in the (Range
2

) of j1 and Clusteri,1 = {j1, j3, j5}. How-

ever, only 3 nodes are included in the cluster, and Th = 4; thus, further clustering

continues. Nodes j2, j4, j6 are not part of any cluster, however, among these nodes,

j2 has the highest priority cluster. Further, node i selects j2 as CH in second cluster

(Clusteri,2) and subsequently includes j4 in it. Further, no more nodes exists in the

(Range
2

) of j2 and Clusteri,2 = {j2, j4}. Thus, total number of nodes included in cluster

is 5 (in both Clusteri,1 and Clusteri,2), satisfying Th = 4.

The state-of-the-art HydroCast routing protocol, which is used to compare with

CMAR, uses Normalized Advancement (NADV) of neighbors deployed at the lower

depth. Also, NADV is used to create a cluster(s). The major difference between the

CMAR and HydroCast is the inclusion of neighbor nodes into the cluster(s). In CMAR,

only the PRNs of the source/forwarder node are considered; thereby, it avoids the in-

clusion of void nodes into the cluster. Further, in CMAR, only Th number of nodes are

clustered. However, in HydroCast status of the neighbors is not considered. Void nodes

can also be part of the clusters, and subsequently, they may become part of the candidate

forwarding set. Further, HydroCast requires all neighbor nodes to be clustered, and the

Expected Packet Advancement (EPA) of individual clusters is computed by using Eq.

(8.18).

EPA(Sl) =
l∑

j=1

ADVi,jPi,j

j−1∏
k=0

(1− Pi,k) (8.18)

where Sl is the set nodes of cluster having priorities n1 > n2 > · · · > nl, ADVi,j and

Pi,j are the advancement and packet delivery probability of node j, with reference to

source/forwarder i. Finally, a cluster that has the highest EPA is selected as its candidate

forwarding set. In conclusion, in most cases, HydroCast results in the formation of more

clusters than CMAR. Thus, HydroCast increases the complexity of cluster formation.
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However, only Th number of nodes in the CMAR are clustered. The Th number of

nodes is adjusted based on the underwater condition/application.

8.1.2 Phase-II: Forwarding received data

This section elaborates on the mechanism used in forwarding the received data in the

CMAR. Node i forwards the data to its first cluster (Clusteri,1). In the case of unsuc-

cessful delivery of data to the first cluster, the data is forwarded to the second cluster

(Clusteri,2), and so on. Once data is delivered to the cluster, further forwarding of data

by nodes of the respective cluster, is coordinated using hold time computation.

Every node j belonging to the respective cluster, which receives the data, computes

its hold time T j
HOLD. Hold time defines the duration of time the packet is held by the

node j before it is further forwarded to their cluster. If a node j overhears the trans-

mission of the same data packet during the hold time, it discards the packet from its

buffer, to prevent duplicate transmission. In case the transmission of a packet is not

overheard before the expiry of the hold time T j
HOLD, no other nodes forwards the same

data packet. Thus node j forwards the packet to its cluster(s). The hold time T j
HOLD

computation of node j is elaborated as follows:

A. Hold time computation

The hold time computation by every node j in the respective cluster, which receives

the data, is computed using Eq. (8.19).

T j
HOLD = T j

PAUSE + T j
OV ERHEAR + T j

TRANS + T j
PROC (8.19)

where T j
HOLD is the hold time of the node j in the corresponding cluster, T j

PAUSE

is the pause period of the node j, which is used to achieve synchronization among

all nodes in the cluster. Further, lower priority nodes, within the cluster, delay their

packet forwarding by overhearing time T j
OV ERHEAR, transmission time T j

TRANS , and

processing time T j
PROC . The pause time of node j (T j

PAUSE) is defined as in Eq. (8.20).
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Figure 8.2: Hold time computation for node j1(Pj1 = 1), j3(Pj3 = 2), j5(Pj5 = 3).

T j
PAUSE =

Range−Di,j

V
(8.20)

where V is the propagation speed of the acoustic signal underwater. The total overhear-

ing time of the node j (T j
OV ERHEAR) is calculated as per the Eq. (8.21).

T j
OV ERHEAR = (Pj − 1)× Range

V
(8.21)
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where Pj is the priority of the node j in the corresponding cluster. Further, total trans-

mission time of the node j (T j
TRANS) is calculated as per the Eq. (8.22).

T j
TRANS = (Pj − 1)× TTRANS (8.22)

where TTRANS is the transmission time of a packet at the node. The total processing

time of node j (T j
PROC) is calculated as per the Eq. (8.23).

T j
PROC = Pj × TPROC (8.23)

Table 8.1: Hold time calculation of nodes with reference to Figure 8.2 with TTRANS =
0.5 sec, TPROC = 0.25 sec, and V = 100 m/s.

Node id
(j) Pj T j

PAUSE T j
OV ERHEAR T j

TRANS T j
PROC T j

HOLD

j1 1 2.5 0 0 1 × TPROC 2.75 sec

j3 2 4.5 10 1 × TTRANS 2 × TPROC 15.5 sec

j5 3 5.5 20 2 × TTRANS 3 × TPROC 27.25 sec

where TPROC is the packet processing delay at the node. As per the Eq. (8.19) through

(8.23), a higher priority node has a lower hold time, and a lower priority node has a

higher hold time.

Figure 8.2 presents the scenario of hold time computation of node j1(Pj1 = 1),

j3(Pj3 = 2), j5(Pj5 = 3) belongs to the cluster of source/forwarder i (as per Figure

8.1), when the Range is 1000m. Table 8.1 presents the hold time calculation of nodes

in the cluster.

B. Forwarding of data

Once node j receives the packet, it has to forward it further, when the hold time

T j
HOLD expires. However, there are some situations in which the Th number of nodes

of source/forwarder j may not be present in a single cluster and are distributed among
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Figure 8.3: Packet reception and forwarding by node j in CMAR.

more than one cluster. In such cases, if nodes in the first cluster fail to receive a data

packet, the forwarder j forwards it to the next cluster. The overall process of the data

packet forwarding is shown in Figure 8.3. The packet forwarding scenarios are ex-

plained as follows:

• Scenario 1: All Th nodes are in single cluster of source/forwarder j

If Th nodes are present in the single cluster, the forwarder j forwards the data

packet to its cluster and upon receiving, a node in the cluster further forwards the

data packet. If no nodes in the cluster receive the data, the transmission fails.
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• Scenario 2: Th nodes are distributed among more than one cluster of source/-

forwarder j

There are situations where Th nodes of j are distributed among more than one

cluster. In such cases, data packet forwarding takes place in the following way.

Initially, the data packet is sent to the nodes of the first cluster (Clusterj,1).

The forwarding node j confirms the data reception by the cluster nodes using

overhearing for further forwarding. Therefore, the forwarder j waits for the

Timeoutj,k period to overhear further forwarding. The Timeoutj,k is given in

Eq. (8.24).

Timeoutj,k = 2× R

V
+ T l

HOLD (8.24)

where T l
HOLD is the hold time of the least priority node l of kth cluster of j. During

Timeoutj,k duration, forwarding node j fails to overhear the further forwarding

by any of the nodes of Clusterj,1, and it is sent to its next cluster (Clusterj,2).

The same process continues until the forwarding node j overhears the transmis-

sion or all clusters of j fail to forward the data further.

8.2 SIMULATION AND EVALUATION OF THE CMAR PROTOCOL

This section discusses the simulation and evaluation of CMAR in detail. Simulation of

CMAR is carried out using MATLAB. Section 8.2.1 elaborates on the simulation setup

used to simulate CMAR. Further, its performance is compared with the state-of-the-art

HydroCast (Noh et al. 2015) in terms of the number of forwarding nodes, number of

clusters formed, expected packet advancement, number of times void nodes are selected

as part of the forwarding set, and transmission reliability, in Section 8.2.2. The CMAR

is flexible in using any number of attributes. However, CMAR uses similar attributes in

the state-of-the-art HydroCast, so the comparison is compatible.
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8.2.1 Simulation setup

Table 8.2: Simulation parameters used in the evaluation of the CMAR.

Parameters Value
No. of neighbors 10
No. of void nodes 2

Communication range 1000 m
Variation of depth

parameter
200 m to 800 m in the step

of 200 m
Packet size 1600 bits

The simulation parameters are listed in Table 8.2. There is a single source and 10

neighboring nodes in the simulation. Out of 10 neighboring nodes, any two nodes are

selected as void nodes and remain so until the completion of the simulation. CMAR

considers two attributes, the advancement and PDP of nodes in PRNs of the source/-

forwarder. The advancement and PDP is varied to perform exhaustive simulations, and

2,097,152 combinations of inputs are generated and executed.

8.2.2 Simulation results

Table 8.3: Number of nodes in the selected cluster(s) in the CMAR and HydroCast.

No. of nodes in the
selected cluster(s)*

CMAR with Th number of nodes
HydroCastTh = 3 Th = 4 Th = 5 Th = 6 Th = 7 Th = 8

% of input combinations
1 0 0 0 0 0 0 0.04
2 0 0 0 0 0 0 9.21
3 43.85 0 0 0 0 0 36.77
4 34.55 48.48 0 0 0 0 33.31
5 16.31 34.78 55.28 0 0 0 15.06
6 4.54 13.77 34.20 65.33 0 0 4.51
7 0.68 2.73 9.54 30.25 79.22 0 0.93
8 0.04 0.21 0.97 4.41 20.77 100 0.12
9 0 0 0 0 0 0 0.01

10 0 0 0 0 0 0 0.00
* In the HydroCast, total nodes in the finally selected cluster, whereas nodes in the

other clusters are not included. In the case of CMAR, other nodes are not in the
cluster.
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The CMAR is compared with state-of-the-art HydroCast in terms of the number of

forwarding nodes, number of clusters formed, expected packet advancement, number of

times void nodes are selected as part of the forwarding set, and transmission reliability.

These are elaborated as follows:

A. Number of forwarding nodes selected

Table 8.4: Various scenarios of cluster formation in CMAR with Th = 3.

Scenario No. of nodes in
selected cluster Cluster 1 Cluster 2 Cluster 3

1 3 3 - -
2 3 1 1 1
3 3 1 2 -
4 3 2 1 -
5 4 4 - -
6 4 1 1 2
7 5 1 1 3
8 6 1 1 4
9 7 1 1 5

10 8 1 1 6

The number of forwarding nodes selected in the CMAR and HydroCast for a per-

centage of input combinations is shown in Table 8.3. The number of forwarding nodes

selected indicates the potential of the source/forwarder node to forward the data suc-

cessfully. As more nodes are present in the selected cluster, there are high chances of

successful data forwarding. In the case of CMAR with Th = 3 through 8, there is

a high possibility of four or more nodes being selected compared when compared to

HydroCast. It shows that CMAR provides increased chances of successful packet for-

warding from the source/forwarder to its neighboring nodes. As shown in Table 8.3,

for example, in the CMAR, even though Th = 3, the number of nodes in the selected

cluster(s) is 3 or even more. When Th = 3, a maximum of three clusters can be formed,

considering one node each in the three clusters, and a minimum of one cluster is created

when all nodes are in the same cluster.

Various scenarios for the selection of nodes in the case of Th = 3 are shown in

Table 8.4. In case the number of nodes in the cluster(s) is three, there are four possible
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scenarios. In scenario 1, all three nodes are in the first cluster, and the number of nodes

chosen fulfills the Th requirements. In scenario 2, the first cluster has only one node;

therefore, it will continue clustering until a minimum of three nodes are included in

cluster(s). Even the second cluster has one node; thus, it looks for the third cluster and

has one node. In this way, three nodes are distributed in 3 different clusters. Similarly,

in scenarios 3 and 4, the first cluster has one node, the second cluster has two nodes, and

vice-versa. The important aspect of CMAR is even though Th = 3, in some scenarios,

more than three nodes are included in the cluster. Consider scenario 5, in which four

nodes are selected, and this is because the first cluster itself has four nodes. In scenario

6, the first two clusters have one node each. Additionally, the third cluster has two

nodes. Thus four nodes are chosen from three clusters even though Th = 3. Likewise,

even though Th = 3, there are chances of even 5, 6, 7, and 8 nodes being selected, as

shown in scenarios 7 through 10. However, there is no possibility of selecting 9 or 10

forwarding nodes since CMAR completely avoids void nodes in the cluster (when two

nodes are void nodes).

B. Number of clusters formed
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Figure 8.4: Comparison of CMAR and HydroCast w.r.t. chances of forwarding packets.

The number of clusters formed in the CMAR for Th ranges from 3 to 8 nodes and

HydroCast is shown in Figure 8.4. In almost 98% of input combinations, forwarding

nodes are accommodated within 1 or 2 clusters for CMAR with Th = 3. Similarly,
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in 85% of input combinations, CMAR with Th = 4 is accommodated in just 1 or 2

clusters. However, in just 6% of input combinations, HydroCast is accommodated with

1 to 3 clusters, and in 65% of input combinations, HydroCast forms 5 to 8 clusters.

The CMAR clustering process is initiated from a node with the highest score in

the PRNs. Once a cluster is formed, nodes present in it become part of the candidate

forwarding set, and the clustering process stopped once Th nodes are reached. Thus

in CMAR, all nodes of PRNi need not be clustered. It results in a lower number

of clusters. However, in the case of HydroCast, clustering is done until every node

deployed at a lower depth than the source/forwarder is clustered. Further, by computing

the EPA of each cluster, the best cluster is shortlisted, and nodes present in it are part of

the forwarding nodes.

In summary, HydroCast forms more number of clusters even though data is for-

warded to only one cluster. It results in increased overhead in the formation of clusters.

However, CMAR results in a lower number of clusters and depends on the configurable

value of Th, which is based on underwater conditions.

C. Average Expected Packet Advancement (EPA)
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Figure 8.5: Average EPA of CMAR and HydroCast.

EPA is the normalized sum of advancements made by the selected nodes in the

cluster. EPA describes how much closer a packet can be forwarded to the sink during
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transmission. The EPA is computed using Eq. (8.18). EPA of CMAR with Th = 3 to

8 and HydroCast is given in Figure 8.5. CMAR results in a higher average EPA, when

compared to HydroCast, due to the higher number of forwarding nodes.

D. Nodes at priority 1 and 2
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Figure 8.6: Percentage (%) input combinations, Nodes at (a) Priority 1 (left) (b) Priority
2 (right).

Void nodes, as part of the forwarding nodes, result in reduced performance. The

Figure 8.6(a) and (b), shows that the percentage of input combinations nodes are at

priority 1 and 2. Node id 9 and 10 are not selected as priority 1 or 2 nodes in CMAR.

However, in the case of HydroCast, nodes id 9 and 10 are selected as priority 1 & 2

nodes even though they are void nodes. In conclusion, the CMAR prevents void nodes

from becoming cluster members. Thereby void nodes are not selected as forwarding

nodes. However, HydroCast do not avoid void nodes. The involvement of void nodes

during routing has severely impacted the network’s performance.

E. Transmission reliability

Figure 8.7 shows the transmission reliability of the CMAR and HydroCast. As

CMAR reaches the sink through normal nodes, results in a lower number of hops,

having higher chances of delivering the data. Thus, it results in higher transmission

reliability. However, in the HydroCast even void nodes are part of the path to reach

the sink. It results in a longer path to reach the sink, causing more chances of losing a
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Figure 8.7: Transmission reliability vs percentage of input combinations.

packet than CMAR.

8.3 SUMMARY

This chapter of the thesis presents the CMAR protocol that uses the MADM technique

to prioritize the neighbor nodes. Further, a candidate forwarding set is determined

using node priority and a novel clustering approach. The simulations shows that in

almost 98% of input combinations, forwarding nodes are accommodated within 1 or

2 clusters for CMAR with Th = 3. Similarly, in 85% of input combinations, CMAR

with Th = 4 is accommodated in just 1 or 2 clusters. However, in just 6% of input

combinations, HydroCast is accommodated with 1 to 3 clusters, and in 65% of input

combinations, HydroCast forms 5 to 8 clusters. Additionally, the void node is not a part

of the candidate forwarding set in CMAR.

.
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CHAPTER 9

CONCLUSIONS AND FUTURE SCOPE

Avoiding void node(s) and selecting the best next hop is one of the critical factors that

significantly influences the performance of underwater communication. This research

aims at designing and developing void-aware routing protocols for underwater. Three

objectives (identification of suitable attributes, designing a void-aware routing algo-

rithm using the MADM approach, and deployment, simulation, & evaluation of the

proposed algorithm) are perceived as a part of this research work, resulting in unique

algorithms, which work on different sets of attributes.

9.1 SUMMARY OF CONTRIBUTIONS

A summary of the contributions of this thesis is listed below:

• Enhanced Void-Aware Routing (E-VAR) protocol has been designed using status

(void or normal) and Euclidean distance of neighbor to the sink as attributes. Fur-

ther, E-VAR has been compared with state-of-the-art Backward-forwarding and

Intar to demonstrate void avoidance and looping through the manual deployment

in MATLAB. Additionally, in random deployment, 2.87% and 34% improvement

has been observed in E-VAR, compared with the other two respectively, regard-

ing the number of reachable source nodes to the sink. Also, 22.60% and 57.30%

improvement in terms of average hop count is recorded in E-VAR compared to

the other two, respectively.
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• The Link Quality-based Routing Protocol (LQRP) uses two-hop link quality to

decide the next hop. Appropriate weight has been assigned to link quality be-

tween the node to its neighbor and neighbor to its best next hop. Further, by

computing the cost, the next hop is determined. The SNR is used to measure

the link quality. The SNR is computed by using the physical characteristics of

underwater, such as temperature, salinity, pH, shipping activity, and wind. Addi-

tionally, up to 7.65% of improvement in terms of PDR has been demonstrated in

LQRP in comparison with state-of-the-art Link Quality Estimation based Routing

protocol (LQER) through MATLAB simulations.

• Location-Free Void Avoidance Routing (LFVAR) protocol has been designed us-

ing status, hop count, and depth as attributes. Further, through UnetStack simu-

lations, 23.87%, 32.32%, 9.87%, 11.22%, and 20.54% improvements in terms of

average hop count, end-to-end delay, Packet Delivery Ratio (PDR), throughput,

and energy efficiency, respectively are observed in LFVAR in comparison with

Intar.

• Link and Void Aware Routing (LVAR) protocol has been designed using sta-

tus, hop count, and PDP as attributes. Further, through UnetStack simulations,

17.64%, 35.64%, and 9.45% improvements in terms of hop count, end-to-end

delay, and throughput have been observed in LVAR when compared with Intar.

• Cluster-based Multi-Attribute Routing (CMAR) general-purpose protocol has been

designed using status, progress, and PDP as attributes. Further, by determining

PRNs and their score using TOPSIS, priorities have been identified. Additionally,

using threshold-based clustering and hold time computations, data is forwarded in

CMAR. Moreover, through MATLAB simulations, 75% and more transmission

reliability has been demonstrated in CMAR in comparison with state-of-the-art

HydroCast.
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9.2 FUTURE SCOPE

Progress-based void status detection and beacon-based void status propagation have

been proposed in all the contributions of this research work. Moreover, void status

has been used as a primary attribute in all the proposed algorithms to eliminate void

nodes from the routing. Further, a unique subset of attributes (distance, hop count,

depth, progress, PDP, and physical characteristics of underwater) have been considered

to decide the suitable next hop. Further, directions to improve the scope of the work in

this thesis are listed as follows:

• Based on the subset of attributes, a suitable underwater application can be decided

for each of the proposed algorithms.

• Different applications have varied requirements like delay, reliability, and energy

consumption. Weights of attributes can be fine-tuned based on the application’s

requirements to satisfy those criteria.

• The LFVAR and LVAR routing protocols are implemented in UnetStack. Fur-

ther, as an extension of this work, those protocols can be ported to a test-bed

environment, and real-time performance can be measured and analyzed.

• CMAR provides a general framework for a routing protocol, which uses the

MADM technique. However, CMAR proposed in the thesis uses advancement

and PDP attributes to achieve compatible evaluation with the HydroCast. How-

ever, considering in which application CMAR is deployed can vary the attributes.
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