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ABSTRACT

Fault diagnosis of the internal combustion engine gearbox is extremely important
for enhancing the efficiency of the engine and preventing the failure of connected
components. Bearings and gear elements are the primary components of a gearbox,
which operate in a variety of dynamic conditions with varying load and speed. Because
of these severe operating circumstances, gear tooth and bearing problems occur in
gearbox parts. If these flaws are not addressed, the result is a catastrophic breakdown
of the gearbox, which is extremely costly and also causes additional risks in the
industry. Monitoring the state of the gearbox while the engine is operating is critical to
preventing damage to the other components of the engine, which is extremely useful in
order to minimize component loss. As a result, it is important to select an effective and
efficient technique for monitoring gearbox health without interfering the engine

running.

This research focuses on the condition monitoring of an engine gearbox utilizing
vibration signals with signal processing and artificial intelligence approaches. The
gearbox is investigated in both healthy and simulated defective conditions, such as gear
tooth damage and bearing defects, which occur mostly during operation. The vibration
signals from the gearbox are collected in both healthy and defective conditions and
these signals are then analyzed to determine the state of the gear and bearing. The

current research work is divided into two stages.

The initial part of the work involves identifying/detection of gearbox conditions
by analyzing vibration signals using basic signal processing techniques. To identify
gearbox conditions, signal processing methods such as time-domain analysis,
frequency domain analysis, time-frequency domain analysis, cepstrum analysis and
wavelet analysis are used. Employing vibration signals, frequency domain analysis
gave significant information on the gearbox condition. Even while signal processing
methods give diagnostic information. Assessing the signals needs expertise in the area
and these approaches are not suitable for studying nonstationary signals. Machine

learning/deep learning is one of the best alternatives for building an effective condition



monitoring system for developing an autonomous fault detection system for gearboxes

based on artificial intelligence technologies.

In the second phase, artificial intelligence models are used to investigate gearbox
conditions based on vibration signals. Machine learning approaches are divided into
three stages: feature extraction, feature selection and feature classification. Statistical
features, empirical mode decomposition (EMD) features and discrete wavelet transform
(DWT) features are extracted from the vibration signals. These extracted features are
given as input to the decision tree-J48 algorithm for selecting significant features. The
classifiers such as support vector machine (SVM), K-star random forest are used to
classify the conditions of gearbox elements using selected features. Fault diagnosis
using vibration signals are carried out by making use of different set of features and
classifiers with selected features from the decision tree technique. The drawback of
manual feature extraction method is time consuming, laborious, requires expertise to
understand the features for different set of signals. To address these issues, deep
learning techniques such as convolution neural network (CNN), residual learning,
softmax classifier and long short-term method (LSTM) are used to develop an

automatic feature extraction method for fault diagnosis of gearbox.

Outcome of the machine learning techniques showed that, vibration signal-based
fault diagnosis provided better classification accuracy in classifying the gearbox
conditions. Present research work has demonstrated that discrete wavelet features
served as best features among all other features such as statistical and EMD features. It
was also observed that K-star algorithm provided better classification accuracy in
comparison to other classifiers such as SVM and random forest algorithm. Also, results
obtained from deep learning techniques provided promising classification accuracy by
adopting automatic feature extraction techniques such as CNN, residual learning and
stacked LSTM algorithm. Based on the research work, it is proposed that the
combination of wavelet feature with K-star algorithm as a classifier is the best feature-

classifier pair for diagnosis of gearbox conditions using vibration signals.

Keywords: Condition monitoring, Gearbox, IC engine, Vibration analysis, Signal

processing techniques, Machine learning techniques, Deep learning technique
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CHAPTER 1

INTRODUCTION

1.1 OVERVIEW

Internal combustion (IC) engine is an essential component required to power any
automobile. The IC engine is composed of several systems and components, including
a piston, a crankshaft, a connecting rod, gears and bearings. Each component in the
engine contributes significantly to the engine smooth operation and it is essential to
keep all components in good condition for optimal performance. It is necessary to check
engine parameters regularly to minimize downtime caused by engine component

failure.

The gearbox of an IC engine is a critical component of every automobile. It is the
component responsible for transmitting power from the driving end to the non-driving
end (Peng et al. 2016). It is important to examine the state of the engine gearbox on a
regular basis in order to avoid failure of the complete system and to decrease the
chances of engine breakdown. Therefore, it is important to identify defects in these

critical machine parts at the earliest possible stage of their deterioration.

Condition monitoring (CM) is the practice of monitoring a machine condition
parameter in such a way that any substantial change indicates the onset of failure. It is
a critical component of the approach of predictive maintenance. Vibration-based
monitoring methods have gained substantial momentum in the investigation and
diagnosis of rotating machine components in recent years. Vibration occurs in machines
as aresult of cyclic excitation forces generated by component misalignment, imbalance,
wear, or failure (Rao and Yap 2011). There are several machine components that
operate under various loading conditions on any machine or equipment. IC engines,
wind tunnels, airplanes, thermal power plants, pumps, generators, gas turbines and
compressors are just a few examples of systems that are subjected to a range of loads
under a wide range of operating conditions. CM of individual IC engine components is
necessary for avoiding failure and minimizing engine downtime in a plant by detecting

engine component problems using vibration signature analysis. In this work, a two-
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wheeler motorcycle engine is used to diagnose faults in four-stroke IC engine gearbox
components using vibration signals. Individual component condition is monitored and
detailed analysis of these rotating components of an IC engine is performed using
vibration analysis to avoid severe damage to the engine and other connected

components.

1.2 IMPORTANCE OF MONITORING AN IC ENGINE GEARBOX

In an 1C engine or any machine, a very small defect can lead to a reduction in the
expected lifetime of a highly expensive engine. Industries or manufacturers must
prevent these avoidable losses. These minor defects not only reduce the engine
performance, but they can also result in the failure of another component. If these small
defects are neglected, they can result in severe financial loss for the firm or even
personal injury. Machine condition monitoring is necessary because the information
collected through monitoring techniques may be used to determine the health of the
machine. This information may be utilized as warning signs for the scheduled
maintenance plan and by using these techniques, maintenance or repair costs will be

reduced.

Progressive tooth wear and surface bearing defects are the most common causes
of gearbox failure in IC engines, which have a severe influence on the engine
performance and efficiency. As a result, it is essential that gearbox components do not
degrade to the point of causing harm to other gearbox components. Hence, it is
important to recognize/diagnose the gearbox condition utilizing a condition monitoring
system while the engine is operating. The next section will discuss the different
methods of monitoring the condition of a gearbox.

1.3 TYPES OF CONDITION MONITORING TECHNIQUES
In general condition monitoring techniques are classified in to two major

categories, (Prabhu and Sekhar 2008) as follows,

1.3.1 Signal based methods

In the fault detection process, the primary goal of signal processing methods is to
distinguish between faulty and fault-free instances from the system response signals.
This is achieved without the need of a mathematical model. Measured signals can be
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analyzed in three ways: (i) frequency domain, (ii) time domain and (iii) time—frequency
domain, according to signal processing methods. CM systems involves two types of

measuring systems namely, direct measurement and indirect measurement.

Currently, indirect measurements are more suitable for online monitoring of I1C
engine gearbox. Indirect measurements are based on the relationship between the
measuring data of the engine and the health conditions. The measuring data, such as
vibration signals, temperature signals, sound signals, lubrication oil analysis, acoustic
emission (AE) signals, etc. are acquired using particular sensors such as accelerometer,

temperature sensor, microphone, oil samples, acoustic sensor, etc.

1.3.2 Model based methods

A model-based approach is based on the concept of analytical redundancy and is
based on the comparison of system wide available measurements with prior information
represented by the mathematical model of the system. New model-based fault diagnosis
techniques are developed to meet the demand for increasingly intelligent CM systems
for the maintenance of modern industrial process. Analytical models can be very useful
to study the effects of gear tooth geometry on the various parameters, but these models
are too complex to be of any value in a real-time CM system. The non-linear, stochastic
and time invariant nature of mechanical systems makes modelling very difficult. A
transformation between the signal characteristics and the physical system representing
the process is necessary to establish such a model. Because of the complexity of the
engine, modelling of the physical system cannot be achieved analytically in most cases.

1.4 METHODS OF CONDITION MONITORING

Sensor/transducer is a term that refers to a device that transforms one type of
energy to another type of energy. It processes a physical quantity of the system under
study in such a way that it generates a signal that can be read easily by an instrument
or an observer. During operation, mechanical systems generate a variety of energy
types, including radiant energy, thermal energy, electrical energy and mechanical

energy.



The input quantities or properties that are to be measured by sensors are called
measurands. The common measurands for mechanical system monitoring are as shown

in Figure 1.1.

Ceondition Moniteoring Technologies

On-line
Parmneters

Vibration

Pressure

Motor Lube Oil

Curvent Perfomuuce

Monitonng
Thenmography
Figure 1.1 A variety of condition monitoring technologies (Courtesy: NI instruments)
In general, six types of sensor signals are most widely used to monitor the
mechanical system i.e., vibration signals, pressure signals, motor power/current signals,
lubrication oil analysis, temperature analysis, sound signals, acoustic emission signals
and performance monitoring. In condition monitoring predominantly used techniques

for fault detection in machines/structures (Scheffer and Girdhar 2004); are as follows,

(a) Visual inspection
This method is one of the very basic forms of monitoring technique which
requires a technically skilled person to interpret the machines visually by hearing sound

or observing amplitude of vibration induced in the defective machines.

(b) Performance monitoring
Performance monitoring is one of the traditional methods of monitoring
production equipment which relies on visual inspection and physical senses to
determine whether a piece of machinery is operating properly or not. Additionally, in
this method, output and manufacturing performance of a machine is tracked to identify

deviations from expected results. When production output changes, defects increase, or
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physical characteristics (heat, sound, vibration) deviate noticeably from the normal
trend, which may indicate equipment problems and possible failures. Indicative
performance parameters are examined to reveal the machine operating performance.
This is used to determine the performance problems in equipment. The efficiency of

machines provides a good insight on their internal conditions.

(c) Thermography

Thermography is a non-destructive testing technology for detecting and
quantifying minute temperature changes in order to assist in the detection of asset and
plant site deterioration. This is used to detect thermal or mechanical defects in oil
refineries, steel industries, power plants, boilers, overhead lines, generators, misaligned
coupling, transformers and cell damage in carbon fiber structures on aircrafts. Thermal
energy is emitted by objects that are invisible to the naked eye. An infrared camera can
detect thermal energy and map the object's temperature changes. The recorded picture
depicts the movement of heat flow to, from and/or through an object. Temperature
differentials can reveal a variety of issues, including corrosion and erosion, insufficient

insulation and defects in materials or structures, such as holes or inclusions.

(d) Lubricating oil analysis
Lubricating oil is analyzed to detect micro particles of wear debris of bearing and
gear due to direct contact with the lubricating oil film. Qil analysis mainly gives
information about fluid properties, contamination and wear debris. Due to excessive
usage of gearbox, gear and bearing start to wear out and wear particles will be mixed
with the lubricating oil. Based on the result of oil analysis, health of a machine
component can be assessed and action can be taken to correct the root cause or to

mitigate the developing failure.

(e) Acoustic emission (AE)

AE monitoring is one of the important condition monitoring techniques for the
crack detection and failure detection in rotating machineries. During engine operation,
due to the rapid release of energy from the gearbox material surface or from the
localized sources in a gear tooth material, a transient elastic wave is created. This wave
is acquired by the device called AE sensor. Tooth breakage, impact of the bearing faults

at the housing, crack formation and propagation, plastic deformation in the shear zone,
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are the major sources of AE in gearbox. By using this AE technique, the condition of
the gearbox (wear, tooth breakage/chipping) and/or engine conditions can be easily

analyzed.

() Vibration monitoring

Vibration analysis is widely used in the large industries to monitor the machines
and their components. Vibration occurs due to the interaction between the worn tooth
surface and the mating surface of gear tooth during operation. Variation in applied
torque and crankshaft rotation could also be the reason for vibration. Vibration
characteristics such as frequency and amplitude will be varied as the gear tooth wear or
bearing fault occurs. Many failure modes of the gearbox in IC engine can be revealed
in the vibration signals. The vibration signal can be easily measured by using
accelerometer. In CM techniques, more than 70 % of monitoring is based on vibration
signals. The literature on gearbox fault diagnosis using vibration signals will be

explained in section 2.4.

In indirect measurement, signal processing involves analyzing collected signals
in order to extract, display, analyze, interpret, transform the information contained in
the signals to another type of signal that may be useful. The signal is then examined
further using artificial intelligence and/or machine learning techniques in order to build
a decision-making system (Kumar and Hirani 2021; Li and Chen 2013; Sharma et al.
2017). The details of signal processing techniques, machine learning techniques and
deep learning approaches are discussed in chapter 3.

This thesis makes an attempt to explain gearbox fault diagnosis using vibration
signals through basic signal processing techniques, machine learning techniques and
deep learning techniques. The next part will briefly describe the gearbox of an IC engine

and the various gearbox conditions included in the current study.

1.5 GEARBOX FAULT CONDITIONS
The most widely studied IC engine gearbox faults are gear tooth wear, breakage
(fracture), pitting on gear, crack in the gear tooth, bearing defects at races and ball.



1.5.1 Gear tooth defect

GB consists of a different number of gears in primary and secondary shaft along
with bearings at the end for supporting and to carry the loads at various capacities. GB
faults such as gear tooth defect, pitting, bearing defect, etc., can lead to increased level
of noise and vibration which causes severe damage to the IC engine components and
also distresses the smooth running of the GB. Figure 1.2, shows the gear tooth failure

modes, as depicted by (Amarnath and Praveen Krishna 2014).

AN

(b) (c) (d)

e) () (g)

Figure 1.2 Gear tooth with (a) healthy and (b)-(g) tooth removal at progressive rate
(Amarnath and Praveen Krishna 2014)

They considered healthy gear and gear with six stages of depth wise tooth
removal i.e., 0%, 10%, 20%, 40%, 60%, 80% and 100% tooth removal conditions
across the tooth width. Gear tooth wear are generally accepted as the normal tooth
failure modes, because the other failure modes can be avoided by selecting the proper
operating parameters. Also, many researchers worked on fault diagnosis of gearbox.
Peng et al. (2016) conducted fault diagnosis of drivetrain gearbox using fusion of
vibration and current signals. Barbieri et al. (2019) carried out analysis of automotive
gearbox faults using vibration signal. Inturi et al. (2021) performed wind turbine

gearbox fault diagnosis through adaptive condition monitoring system.



1.5.2 Bearing defects

In automobile engines, ball bearing is one of the major rotating machine
components and plays an important role in engines. Bearing failure occurs due to
improper design, contamination, corrosion, poor fitting, distorted components,
misalignment, fatigue, inadequate internal clearance and low lubrication during
assembling in the working unit. It is highly necessary to detect early failure in the ball
bearing to avoid a catastrophic failure of an engine during operation. the most
commonly used conditions for diagnosis of ball bearing are (i) inner race defect, (ii)
outer race defect, (iii) rolling element or ball fault. Figure 1.3, shows the bearing failure
modes, as depicted by (Ding et al. 2020).

Figure 1.3 Bearing conditions (a) Normal/healthy, (b) Outer race fault, (c) roller
element fault, (d) inner race fault (Ding et al. 2020)

Ball bearings are extensively used in rotating machines like IC engines, wind
mills, turbines, generators, centrifugal pumps, etc. Bearing plays a major role in
automobile engine gearbox. The components which frequently fail in ball bearing are
inner race, outer race and rolling ball. In IC engines, early fault detection of ball bearing
is highly necessary to avoid catastrophic failure of engine during running conditions.
Various monitoring techniques are used to detect the fault in the ball bearing and new

techniques are being developed in every year.
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1.6 CONDITION MONITORING USING VIBRATION ANALYSIS

The fault diagnosis procedure is important in condition-based maintenance which
comprises of two steps: data collection and interpretation. Continuous or periodic
recording of data can be used to diagnose the issue by processing, analyzing and then
interpreting the data. Monitoring the amount and rate of change of measured or
computed variables indicates the conditions of defective gearbox. Vibration
monitoring, acoustic emission detection, sound detection, lubricating oil analysis, wear
debris analysis and infrared thermography are only a few of fault diagnosis techniques
presently used in the industry. Each method has distinct benefits and may be used for a
variety of industrial applications. Among these, vibration-based monitoring is often

used as an efficient method for identifying gearbox defects (Praveenkumar et al. 2018).

Vibration generated from the gearbox contains vital information of the state of
gearbox and it can be used to identify developing problems. Regular vibration
monitoring can help to detect deterioration or defective conditions. Based on literature
review, almost 70% of real time applications of gearbox condition monitoring system
are based on vibration signal driven systems. Condition monitoring of gearbox systems

can be classified as

e Monitoring based on signal processing technigques
e Monitoring based on machine learning techniques

e Monitoring based on deep learning techniques

1.6.1 Fault detection using signal processing techniques

In IC engine, vibration of the engine gearbox is based on the operating speed and
applied load. The applied load varies due to gearbox condition (healthy/faulty) and
correspondingly the vibration pattern will alter. These variations in the acquired signal
can be analyzed in such a way that the rate at which the change in dynamic force per
unit time is measured and the characteristics of vibrations are derived from the vibration
patterns obtained. Each component in the system has its own frequency which can be
determined from its dimensions, rotating speed etc. The condition of those components
can be analyzed through signal processing techniques such as time-domain, spectrum,
cepstrum, wavelet analysis etc. A brief introduction about the traditional signal

processing techniques are as follows.



1.6.1.1 Time-domain analysis

The time-series plot is expressed in terms of amplitude and phase information of
the acquired signal. In the present study, the acquired signals such as vibration signals
will be analyzed through time series plots in order to identify the condition of the

gearbox conditions.

1.6.1.2 Spectrum analysis

Spectral analysis or Fourier transform is a most widely used technique in
vibration signal analysis. It converts given signal from time domain to frequency
domain by integrating the given function over the entire time period. By using the
characteristic frequency of components, faulty conditions can be identified. This type
of vibration analysis is called as frequency domain or spectral analysis which relates
frequency to its components and is widely used as basic approach. In IC engine,
frequency components such as crank shaft rotational frequency (CRF), gear mesh
frequency (GMF) are considered as key terms in spectrum of acquired signal to
recognize the gearbox condition. The detailed analysis of spectra in terms of CRF and
GMF using vibration signals will be discussed in Chapter 4.

1.6.1.3 Cepstrum analysis

The Cepsrtum analysis is another kind of signal processing method. The cepstrum
was originally referred as the power spectrum of the logarithmic power spectrum. The
cepstrum plots provide the information about the condition of the gearbox by
investigating the quefrency component in the acquired signal. The detailed study of

vibration signals of the gearbox conditions is explained in Chapter 4.

However, in IC engine, the generated signal from the gearbox may be non-
stationary and non-linear in nature. These conventional methods such as time and
frequency domain techniques are not suitable to analyze the non-stationary signals. This
leads to the next level of vibration analysis techniques which are highly machine

specific such as wavelet transform methods.

10



1.6.1.4 Wavelet analysis

Conventional data processing is computed in time or frequency domain. Wavelet
processing method combines both time and frequency information. Wavelet analysis
provides the ‘time-frequency’ information in a single plot. The continuous wavelet
transform method is one type of wavelet analysis and it is used to investigate the

gearbox condition in the present study.

1.6.2 Fault diagnosis based on machine learning techniques

Machine learning is a technique which is used to train the model with the help of
training dataset. Based on the information available in the training data, it creates some
threshold values for classification. Then the trained model analyses and classifies the
testing dataset using these threshold values. In machine learning technique, the
monitoring task is performed by classifying the given data. The data is investigated in
several consecutive steps. These steps are feature extraction, feature selection and
feature classification respectively. Figure 1.4 illustrates the steps involved in machine
learning technique.

N\
L. | results
Lo VP/P ”

_/ .
Measuring Feature Feature Feature
devices extraction selection classification

Figure 1.4 Machine learning steps
Machine learning methods address most of the problems and are proved to be a
stronger method. Researchers have reported the capability of many machine learning
techniques to perform fault diagnosis. Feature extraction and feature classification are
the most important phases in machine learning techniques. The following subsections
will give a brief introduction about feature extraction, feature selection and feature

classification phases of machine learning approach.
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1.6.2.1 Feature extraction

After acquiring the signals from the system, extracting the information from the
acquired data and reducing the dimension of them, each data will be transformed into a
reduced representation called feature vector. This transformation process is called
feature extraction. Many features such as, statistical features, empirical mode
decomposition (EMD) features, histogram features, etc. can be seen in the area of fault
diagnosis and condition monitoring. In the present study, for feature extraction,
methods such as statistical, discrete wavelet transform (DWT) and EMD techniques are
applied to vibration signals. A detailed study of extracting the above-mentioned
features will be discussed in the Chapter 5. After feature extraction, the salient features
is selected using feature selection method. A brief note on feature selection phase is
explained in the forthcoming section.

1.6.2.2 Feature selection

In the second step, the redundant features will be omitted from the feature vector.
Before classifying the conditions of the gearbox, feature selection method is applied to
select the salient features. The decision tree, principal component analysis, etc. are the
dimensionality reduction methods in fault diagnosis. The decision tree technique is used
as a feature selection method in the present study, because the decision tree (J48
algorithm) is the best method for feature selection in the area of condition monitoring
(Elangovan et al. 2010). The following section reports a brief explanation on the process

of feature classification.

1.6.2.3 Feature classification

Classification methods categorize feature vectors into the determined groups and
completes the monitoring process. Artificial intelligence methods are often applied in
the classification step and make the monitoring algorithm intelligent (Sadat and Rooteh
2013). The classification of the gearbox conditions is carried out based on selected
features using artificial intelligent techniques such as support vector machine (SVM),

random forest algorithm and K star algorithm as classifiers in the present research work.

Very few researchers have reported the analysis of vibration signals for fault

diagnosis of the IC engine gearbox using machine learning techniques. Hence, a
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detailed study is required in this field. In the past decade, advanced signal processing
methods have played a vital role in the area of fault diagnosis and condition monitoring.
Also, in machine learning approach, the combination of an artificial intelligent
technique and the feature extraction method has provided good results in some
applications. However, that combination cannot ensure the same results to all other
applications. Thus, there is a need for identifying the best feature-classifier combination
using vibration signals in fault diagnosis of the IC engine gearbox. Machine learning
based automated fault diagnosis of the gearbox of an IC engine is very essential for
automotive, aerospace and industrial applications etc. Hence, in the current research

work, the focus is more on these techniques to monitor the health of the gearbox.

The knowledge base of different domains and applications can be quite different
and often requires extensive specialized expertise within each field, making it difficult
to perform appropriate feature extraction, or maintain a good level of transferability of
machine learning models trained in one domain to be generalized or transferred to other
contexts or settings. Recently, deep learning techniques are being used in the field of
condition monitoring or fault diagnosis. Traditional machine learning performs better
with a smaller number of classification problems. However, it has some limitations such
as (i) manual feature extraction, (ii) requires expertise in the signal processing, (iii)

difficult to implement in real time.

1.6.3 Fault diagnosis based on deep learning techniques

Traditional feature learning includes constructing features from the input signal,
searching for relevant and important features using optimum or heuristic methods,
selecting relevant and important features using filter or wrapper methods and feeding
the selected features into a classification algorithm. The advantage of deep learning
(DL) based feature learning is that it eliminates the need of manual feature extraction

and selection process. This occurs automatically within the DL framework.

DL is a subset of machine learning that achieves great power and flexibility by
learning to represent the world as a nested hierarchy of concepts, with each concept
defined in relation to simpler concepts and more abstract representations computed

from less abstract ones. The trend of transitioning from classical machine learning
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algorithms to deep learning can be attributed to the following reasons (Zhang et al.
2020).

o data explosion
° algorithm evolution
o hardware evolution

All of the above factors contribute to the new era of applying DL algorithms to a
variety of data-related applications. Specifically, advantages of applying DL algorithms

compared to classical ML algorithms include:

o Best in class performance
o Automatic feature extraction

o Transferability

Therefore, it is considered important to investigate the nature of the signals and
their dependency on gearbox conditions, specifically for a gear and bearing conditions.
This study deals with the fault diagnosis of the gearbox using signal processing
techniques, machine learning techniques and deep learning techniques using vibration
signals.

1.7 OUTLINE OF THE THESIS
Present thesis has been divided into 7 chapters following each paragraph will give

a brief note on each chapter.

Chapter 1 introduces the condition monitoring of the gearbox and IC engine,
importance of the IC engine monitoring, gearbox monitoring techniques, signals used
for gearbox monitoring, methods of condition monitoring techniques, different faults
of bearing and gear, machine learning and deep learning techniques. This chapter also
brings out the brief introduction about monitoring methods used for vibration signals

of gearbox of an engine and the outline of the thesis can also be seen.
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Chapter 2 presents a detailed literature review on condition monitoring techniques,
specifically, signal processing techniques and machine learning techniques in different
fields of applications. The usage of deep learning techniques in fault diagnosis of
mechanical elements are explained. Literature on fault diagnosis of IC engine, gear,
bearing and other rotating elements is presented. The motivation for the present study,

objective and scope of the research work is defined in this chapter.

Chapter 3 describes the methodology involved in fault detection and classification of
the IC engine gearbox health conditions. The detailed explanation about signal
processing techniques is discussed. Machine learning steps such as feature extraction,
feature selection and classification methods are explained. Also, deep learning methods
can be seen in this chapter. The details of experimental setup of two stroke and four
stroke engine gearbox, experimental procedure, description of measuring instrument,
conditions of gear and ball bearing used in the test can be seen.

Chapter 4 gives the results and discussion of two stroke engine gearbox fault detection
and four stroke engine gear tooth defect conditions using vibration analysis. In this
study, time domain analysis, spectrum analysis, cepstrum analysis and continuous

wavelet transform method are used for analyzing the vibration signals.

Chapter 5 is dedicated for investigation of vibration signals through machine learning
techniques i.e. (i) feature extraction methods such as statistical features, EMD features
and DWT features, (ii) feature selection using decision tree technique and (iii) feature
classification using classifiers such as Support vector machine, K-star algorithm and

random forest algorithm.

Chapter 6 explains the application of deep learning techniques in diagnosing the
gearbox fault conditions. Also, two different model were implemented and discussed
for classifying the gearbox conditions. Results obtained from the deep learning model

are discussed.

Chapter 7 concludes the findings of the research work, presents the future scope of this
study and provides the key contributions from the study. This section is followed by

the references and the list of publications.
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CHAPTER 2

LITERATURE REVIEW

2.1 INTRODUCTION

Recent and major contributions to the state of the art in the diverse and complex
areas of gearbox in IC engines are discussed in this chapter, with an emphasis on fault
detection and diagnosis of the system. The following is a summary of the literature

reviewed.

Condition monitoring (CM) of rotating machines is picking up significance in the
industry as a result of the need to build unwavering quality and to reduce conceivable
loss because of machine breakdown (Chen et al. 2021; Dellomo 1999; Elforjani et al.
2012; Jing et al. 2019; Laala et al. 2020; Samanta 2004; Sharma and Sukhjeet 2018).
There are two important monitoring approaches used in condition monitoring: offline
monitoring and online monitoring. Offline monitoring is related to a variety of signal
processing techniques for the analysis of rotating or reciprocating machine vibration
data. This approach collects data using vibration measuring sensor such as an
accelerometer. After data collection, it may be analyzed using a different signal
processing techniques, including time domain, frequency domain, cepstrum analysis
and wavelet transform techniques. Then, based on the interpretation of the data, the
machine health condition can be determined. In the case of online monitoring approach,
real-time condition monitoring of a machine is possible since data from machine is
continuously provided into various machine learning algorithms via a vibration
measuring sensors. Data can be analyzed by identifying signal characteristics such as
statistical features, histogram features and empirical mode decomposition features. The
decision tree algorithm is used for selecting significant features and selected features
are used as input for classification purposes. Different classifiers have been developed
for different applications and one must determine the most appropriate classifier by
comparing it to other classifiers. On the basis of classification accuracy, one can easily

differentiate the classes of various machine faults.
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Many researchers have worked in the field of rotating machine condition
monitoring, considering a number of factors and developed a various fault diagnosis

technique. In the following section review of the literature is discussed.

2.2 FAULT DIAGNOSIS OF IC ENGINE

Machine fault can be identified using several approaches such as vibration
analysis (Joshuva and Sugumaran 2017), sound analysis (Amarnath et al. 2013;
Madhusudana et al. 2017), oil analysis (Li and Liang 2011), temperature (Younus and
Yang 2012), acoustic emission (Toutountzakis et al. 2005) etc. In the above methods, a
vibration-based investigation is the most extensively used method for identifying the
health status of rotating components (Al-Badour et al. 2011; Betta et al. 2002; Sakthivel
et al. 2014; Wang and Hu 2006). The vibration signals are analyzed by signal
processing methods such as time domain, spectrum analysis, statistical approaches etc.
The results obtained from the spectrum analysis gives the information of frequency with
amplitude variation for different conditions. However, in complex machinery, it is
challenging task to identify defects through the above methods and it takes more time
for analyzing individual frequency components. To avoid unnecessary failures and
machine downtime, one has to adopt condition-based monitoring which provides
information regularly and based on the results obtained, scheduled maintenance can be
planned. To understand the cause for the fault, continuous monitoring needs to be done
using machine learning (ML) approach. The fault diagnosis of spark ignition (SI) IC
engine has become one of the dominant areas of research over the decade. Most of the
researchers used a combustion parameter for analyzing the defects in engine

components.

Currently, with the higher engine speed, power and performance, there is
tremendous scope in developing online condition monitoring of the automobiles and
other rotating equipment (Moosavian et al. 2017). Following literature addresses
condition-based monitoring employed on IC engine/rotating machineries.

Lee et al. (1998) analyzed the vibration signals and impulsive sound to detect the
fault in rotating machinery parts. These impulsive sound signals were characterized by

using adaptive line enhancer (ALE) in two stages. This algorithm was applied to
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diagnose the IC engine faults and industrial gearbox fault. Samimy and Rizzoni (1994)
carried out experiments on improving knock detection with the application of joint
time-frequency analysis. In this analysis, engine block vibration and pressure signals
were used for knock detection. Time-varying filters were used to reduce noise in the
vibration signals. Results showed that the proposed method was provided good
accuracy in detecting engine knock. In the conventional method of condition
monitoring, Fast Fourier transform (FFT) technique was used to identify the defective
components based on characteristic frequency (CF) of acquired signals (Rai and
Mohanty 2007). However, in a complex system like an IC engine GB, it is very difficult
to identify the CF of each component. Even if CF is determined, the signals obtained
from the GB are highly non-stationary and FFT alone may not be suitable for
identifying the conditions of the GB (Muralidharan et al. 2014b). Moreover, the
conventional method of fault diagnosis cannot handle a large amount of data efficiently.
A significant development of the internet era is the attention given to the data-driven
approach for fault diagnosis which has better accuracy compared to physics-based
models (Wang et al. 2019). Some of the literature focused on fault diagnosis of I1C

engine by various acquisition system and diagnosis method are discussed here.

Ettefagh et al. (2008) found knock detection in SI engine using vibration signals.
They proposed a method for modelling cylinder block by autoregressive moving
average (ARMA) parametric model. Wu and Liu (2009) developed an expert system
for diagnosing faults in the IC engine using sound emission signals. They adopted
wavelet packet and artificial neural network (ANN) for classification of engine faults.
Klinchaeam and Nivesrangsan (2010) investigated valve clearance fault in the petrol
engine. Experiments were conducted with intake/exhaust valve fault conditions.
Vibration signals were acquired for both cases and they used the energy analysis
technique to identify the faults. Moosavian et al. (2013) made an attempt for diagnosing
faults in the main journal bearing of an IC engine based on power spectral density
techniques using two classifiers such as ANN and k-Nearest Neighbour (KNN). The
results showed that the proposed method can be effectively used for bearing fault

diagnosis. Sharma et al. (2014) inspected misfire in IC engine by exploiting vibration
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signals and a J48-decision tree. They extracted statistical features from the signals and

comparative study of tree-based classifiers was made.

In recent years, vibration-based fault diagnosis techniques attracted many
researchers to diagnose the engine components viz cylinder liner, piston scuffing and
piston scratching (Jiang et al. 2017; Moosavian et al. 2016, 2017; Ramteke et al. 2020).
Moosavian et al. (2016) investigated piston scuffing fault and its effect on engine
performance. Vibration signals were acquired for diagnosing the piston defects and
results showed that vibration analysis was efficient in identifying the scuffing faults.
Jiang et al. (2017) studied fault detection of valve clearance in IC engine using cylinder
head vibration signals. Experimental results illustrated that the proposed technique was
capable of diagnosing valve clearance. Ramteke et al. (2020) attempted to detect
cylinder liner fault using vibration and acoustic signals in a diesel engine. Figure 2.1
illustrates the vibration and sound signal-based cylinder liner fault diagnosis of the
diesel engine test setup (Ramteke et al. 2020). They obtained a higher amplitude of
vibration and acoustic signals with liner defect in the cylinder. Also, they extracted a

few statistical features for classifying the liner fault.
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Figure 2.1 Cylinder liner fault diagnosis test setup of diesel engine (Ramteke et al.
2020)
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Moosavian et al. (2016) studied IC engine piston scuffing and its identification
using vibration signals. Three-body wear mechanisms method was adopted to induce
defects in the piston. Signals of the engine were analyzed using continuous wavelet
transform for finding piston defect. Haneef et al. (2017) used numerical method for
investigating bearing defect using vibration signal in IC engine. Jafarian et al. (2018)
carried out identification of misfire and valve clearance in the combustion chamber of
the engine using multiple sensor vibration signal analysis. They considered FFT
technique for feature extraction from vibration signals. Engine malfunction was
classified using different classifiers such as ANN, support vector machine (SVM) and
KNN.

2.3 FAULT DIAGNOSIS OF BALL/ROLLER BEARING

Ball bearings are extensively used in rotating machines like IC engines, wind
mills, turbines, generators, centrifugal pumps, etc. Bearing plays a major role in
automobile engine gearbox. The components which frequently fail in ball bearing are
inner race, outer race and rolling ball. In IC engines, early fault detection of ball bearing
is highly necessary to avoid catastrophic failure of engine during running conditions.
Various monitoring techniques are used to detect the fault in the ball bearing and new
methods are being developed in recent years. Vibration based techniques are most
generally used for fault diagnosis of bearing since local defects in the bearing produced
successive impulses on contact surface of the bearing and hence housing structure is

forced to vibrate at different level.

The utilization of vibration and acoustic emission signal is very common in the
field of CM of rotating machines. By comparing the signals of a machine operating in
healthy and defective conditions, recognition of flaws like rotor rub, mass unbalance,
misalignment in shafts, bearing defects and gear defect is possible. These signals can
be used to distinguish the beginning of faults developed in the machine elements. With
the use of online monitoring system, catastrophic failures and machine downtime can
be reduced (Madhavan et al. (2014); Vernekar et al. (2014)). There are two steps
involved in the fault diagnosis of ball bearing, first one is to extract feature from the
acquired vibration signals and next one is to analyze/classify different conditions of the
ball bearing using these extracted features.
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Rolling element bearings are critical machine component in all rotating machines
and monitoring of such member is very important to avoid failure (Tandon et al. 2007).
Roller bearing is used in most of the rotating machines and fault prone due to fatigue
and severe working conditions such as lacking in lubrication, heavy and impact loading.
In most of machine failure cases faulty bearing is considered as the foremost cause of
failure (Lou and Loparo 2004). Tandon and Choudhury (2000) studied the vibration
and acoustic measurement method for finding the defects in rolling element bearings.
Authors gave a detailed discussion about the various techniques used for detecting the
localized defects, distributed defects and the frequencies of the defective rolling bearing
elements. Vibration measurement in both time and frequency domains along with signal
processing techniques such as the high-frequency resonance technique were discussed.
Mclnerny and Dai (2003) have presented a paper on basic vibration signal processing
for bearing fault detection in which characteristic fault frequencies of ball bearings were
explained and one of the bearing fault detection techniques, traditional spectral analysis
has been dealt. Tandon et al. (2007) used acoustic emission and shock pulse method
(SPM) for measurement of fault detection in bearing, on comparing the results of
healthy and faulty conditions of bearing AE gave more information about the peak
amplitude and SPM gave a normalized value level that is much higher compare to all

other methods.

Amarnath et al. (2013) reported the study of fault diagnosis of ball bearing using
sound signals. These acquired signals with healthy and different faulty conditions of
bearing were analyzed using machine learning approach. From the sound signal, the
descriptive statistical features were extracted and important features were selected from
the decision tree. Classification of selected features was done by using C4.5 decision
tree algorithm. Figure 2.2 illustrates the sound signal-based condition monitoring of the
bearing test setup (Amarnath et al. 2013). Kiral and Karagulle (2006) found a method
based on finite element vibration analysis for fault identification in roller bearing with
single or multiple faults on various components of the bearing structure using time and

frequency domain parameters.
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Figure 2.2 Sound based experimental setup for fault diagnosis of bearing (Amarnath
etal. 2013)

Liu et al. (2013) worked and presented a paper on multi fault classification model
based on the kernel method of SVM and wavelet frame, wavelet basis was presented to
develop the kernel function of SVM and wavelet support vector machine (WSVM).
Wang et al. (2014) presented a paper on a new method to identify compound faults
from measured, mixed signals of roller bearing which is based on two methods,
ensemble empirical mode decomposition (EEMD) and independent component
analysis (ICA) technique. Comparing with conventional methods like FFT based
Hilbert transform (HT), wavelet analysis and EEMD method the results are classified
more effectively in proposed method. Zhu et al. (2014) proposed a novel measurement
method based on the null space pursuit and S-transforms for fault detection in bearing
vibration signal. Experimental results are indicated the identification of the fault
frequency of the bearing signal. From the literature, one can notice that vibration
analysis can be used for rotating machinery fault diagnosis. However, literatures were
limited in the field of condition monitoring of IC engine ball bearing. Hence, there is

need for studying vibration signals of IC engine to identify defects in the ball bearing.
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2.4 FAULT DIAGNOSIS OF GEARS

Chen et al. (2013) proposed a novel intelligence diagnosis model based on
wavelet SVM and the immune genetic algorithm. The features selected from the
vibration signal are preprocessed by EMD. The results of experiment indicating that
the proposed method was more effective in fault diagnosis of bearing. Antoniadou et
al. (2015) investigated gear fault under various conditions by using EMD to decompose
the vibration signals into sensitive signal components associated with definite
frequency bands of the signal. Figure 2.3 illustrates the vibration-based back-to-back

gearbox fault diagnosis test setup (Hong and Dhupia 2014).
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Figure 2.3 Vibration based fault detection of gearbox test rig (Hong and Dhupia 2014)

Hong et al. (2014) studied and formulated the fault detection of planetary gear
box based on feature extraction algorithms. Fourier series analysis was used to explain
distinct sidebands which contain important information of diagnostics. Li et al. (2009)
investigated the gear fault detection using newly developed order cepstrum and radial
basis function (RBF) and ANN during machine speed up process. In this method, non-
stationary signals are converted it into stationary signals using computer order tracking
technique. Jena et al. (2013) carried out an experiment for gear fault detection using
analytical wavelet transform.

Amarnath and Praveen (2014) carried out fault identification in helical gears,
based on vibration and acoustic signals using EMD with statistical analysis. Yu et al.
(2016) proposed a new method for compound fault diagnosis of gearbox using
morphological component analysis. This method could identify fault in the gearbox
corresponding to bearing defect and gear defect. Sawalhi and Randall (2014) identified

different gear parameters of a wind turbine based on vibration signals. The gearbox
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with one planetary gear and two helical gears in parallel stages individually were
studied. Muralidharan et al. (2015) presented the fault diagnosis of helical gearbox
using vibration signals. Variational mode decomposition (VMD) method was used for
analyzing signals and statistical features extracted from the VMD. These features were
used for classification of fault conditions using different decision tree algorithm and

results provided satisfactory efficiency in classifying fault condition of gear.

Heidari and Ohadi (2014) studied gearbox fault identification based on vibration
signals under varying speed conditions using the wavelet transform and Shannon
entropy for feature extraction. Elasha et al. (2015) investigated pitting detection in
worm gearbox based on vibration analysis. Three different worm gearboxes were
studied using vibration analysis involving three different techniques, namely, statistical
analysis, spectral kurtosis and enveloping. Konar and Chattopadhyay (2015) used
wavelet and Hilbert transform for detecting multi-class fault diagnosis in the induction

motor using vibration signals in the radial direction.

2.5 FAULT DIAGNOSIS OF OTHER MACHINE ELEMENTS

Madhusudana et al. (2016b) identified milling tool conditions using vibration
analysis through signal processing techniques like spectrum, cepstrum and wavelet
transform analysis. Figure 2.4 shows the test setup used for milling tool monitoring
using vibration analysis. Muralidharan et al. (2014a) identified different faults in the
belt conveyor carrying system using statistical feature and decision tree algorithm.
Joshuva and Sugumaran (2017) carried out a comparative study of best first tree and
functional tree algorithm for analyzing vibration signals of wind turbine under various
conditions of blade. Bordoloi and Tiwari (2014a) performed multi fault class
identification of gears using SVM with the frequency domain data. In this study, main
focus was on optimizing multi class ability of SVM technique with the help of genetic

algorithm, artificial bee colony algorithm and grid search method.
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Figure 2.4 Fault diagnosis of face milling tool test setup (Madhusudana et al. 2016b)
Gangadhar et al. (2014) carried out fault diagnosis of single point cutting tool
of lathe machine using vibration signals through decision tree algorithm for selection
and classification of features. This algorithm gave about 89% classification accuracy in

identifying tool wear condition.

2.6 SIGNAL PROCESSING TECHNIQUES

There are many numbers of different signal processing technique which are used
for extracting information from signals acquired from the mechanical elements.
Frequency domain analysis, cepstrum analysis and wavelet analysis belong to the signal
processing techniques. A significant number of research works using these techniques
have been carried out, some of them are discussed in the following sections.

2.6.1 Time domain analysis

Time domain analysis uses the time history of the signal and uses to record what
happens to a parameter of the system versus time. Transducers are available to record
the time domain signals of the system which in the form of displacement, velocity,
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acceleration etc. Accelerometer, load cells, microphone, pressure sensor are some of

the commonly used transducers for measuring time domain signals.

2.6.2 Frequency domain analysis

Fourier showed that any waveform that exists in real world can be generated by
adding up sine waves. In time domain signals, it is very difficult to understand the
amplitude variation and frequency information is also not available in the time domain
plots. The frequency domain signal or frequency spectrum is a plot of amplitude of
vibration response versus the frequency and can be derived by using the Fourier
Transform of the time domain signals. Fourier transforms includes some advanced
techniques such as Fast Fourier transform (FFT), short time Fourier transform (STFT)
and discrete Fourier transform (DFT). These are used to determine the frequency

component in the acquired vibration signals.

Kar and Mohanty (2008) carried out experiments to investigate a fault in the
multistage gear box under transient load. For the experiment, they considered three
defective conditions and three transient loading conditions. Signals of gear box were
processed using advanced techniques such as DWT and multi resolution Fourier
transform (MFT). Yang et al. (2009) investigated bearing fault using vibration and
current signals. FFT is used for conversion of time domain signals to frequency domain
signals. Luo et al. (2012) proposed some new techniques for fault detection in gear
based on multi scale chirplet path pursuit (MSCPP) and fractional Fourier transform
(FRFT). Ocak and Loparo (2004) investigated bearing defect of induction motor at
running speed using vibration signals from the motor. Lokesha et al. (2011) presented
various signal processing methods for diagnosis of faults in a single stage gear box.
They considered FFT, Morlet wavelet and Laplace wavelet for processing acquired

signals under different gearbox conditions.

Jietal. (2018) carried out experiments on a single and twelve-cylinder engine for
estimating combustion parameters like peak pressure rise rate and peak combustion
pressure. Surface vibration signals were considered for the analysis using frequency
spectrum method. Hong and Dhupia (2014) studied and formulated the fault detection
of planetary gear box based on feature extraction algorithms. Spectrum analysis method

was utilized to explore distinct sidebands which contain significant evidence of
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diagnostics. Vashisht and Peng (2018) applied switching control and STFT for

detection of crack in the ball bearing.

2.6.3 Cepstrum analysis

Cepstrum analysis is one of the signal processing techniques which clusters
different frequencies corresponding to components that exists in the rotating
machine/system. The cepstrum plots are used to identify the conditions of the
system/cutting tool with the help of quefrency information in the acquired signals
Borghesani et al. (2013) carried out experiments for fault diagnosis of rolling element
ball bearing under various speed condition using cepstrum analysis. For experimental
study, various faulty conditions were used and analyses were done. Liang et al. (2013)
used different techniques for fault diagnosis of induction motor, namely power
spectrum, cepstrum, higher order spectrum and neural network analysis. They also
suggested that cepstrum analysis is very suitable for detection of harmonic family with
uniform spacing or family of sidebands usually found in the gearbox, bearing and
engine vibration fault spectrum. Park et al. (2013) considered a new method for early
fault detection of ball bearing using the minimum variance cepstrum (MVC),
experimental results are showing that MVC can be used as analysis tool for fault
detection of periodic fault signals. Morsy and Achtenové (2014) used cepstrum analysis
for diagnosis of vehicle gearbox. Results are clearly demonstrated that for detecting

faults, cepstrum analysis was better in comparison to spectrum analysis.

2.6.4 Wavelet analysis

Wavelet analysis is new development in the area of applied mathematics and
signal processing technique. Wavelet is a waveform of limited duration that has an
average value of zero. Since FT is suitable only for stationary signals and fixed
resolution, a new wavelet design was developed using wavelet transform to overcome
the drawbacks of FT.

Many wavelets have been developed, like the continuous wavelet transform
(CWT), Morlet wavelet and Discrete wavelet transform (DWT). CWT technique is has
the capacity to detect non-periodic, non-stationary and transient features of acquired
signals. Wu and Chen (2006) used CWT technique to diagnose the faults in IC engine

along with its cooling system. The results obtained from the experiments have shown a
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good amount of accuracy in identifying the conditions of IC engine such as engine fault
diagnosis and cooling fan blade fault conditions. Zarei and Poshtan (2007) investigated
current signal to recognize the bearing defect in the induction motor using Meyer
wavelet in the wavelet packet structure. Kankar et al. (2011) analyzed the vibration

signal using CWT technique in order to identify the roller ball bearing condition.

Chandran et al. (2012) investigated a gear fault by applying Laplace wavelet
kurtosis for processing vibration signals of the gear under various condition. Rafiee et
al. (2010) proposed an automatic feature extraction algorithm for fault diagnosis of gear
and bearing using wavelet transform analysis. Li et al. (2013) developed a multiscale
slope feature extraction method for the rotating machinery fault diagnosis using wavelet
based multi resolution analysis. In their study, bearing and gear box were tested on
separate test setup. Yan et al. (2014) analyzed different wavelet transforms theories for
fault diagnosis of rotary machines which include CWT based fault diagnosis, DWT
based fault diagnosis, WPT based fault diagnosis and second-generation wavelet
transform based fault diagnosis. Al-Badour et al. (2011) studied the diagnosis of
rotating machines using time frequency and wavelet analysis. For analysis of vibration
signals two wavelets were selected, namely continuous wavelet and WPT. Jena et al.
(2013) investigated faults in the motor vehicle piston using sound signals. They used
CWT technique with complex morlet wavelet as mother wavelet for processing
acquired sound signals. Madhusudana et al. (2016) performed the experiments on fault
detection of milling tool by applying different signal processing techniques such as
Fourier analysis, cepstrum analysis and wavelet analysis. Results showed that the time-
frequency plot of vibration signal and CWT plots provided better information compared

to the plots obtained by spectrum and cepstrum analyses.

In the present study, vibration signals with associated signal processing
techniques were efficiently used for detecting the condition (Healthy or defective) in

the ball bearing and gear.

2.7 MACHINE LEARNING TECHNIQUES
In recent times, machine learning techniques have become the primary tools for

understanding machine conditions based on the features of past data. To understand the
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cause of the fault, continuous monitoring needs to be done using a machine learning
(ML) approach. For training features, computer algorithm is built and optimized based
on the past data set of the machine. Many researchers have carried out fault diagnosis
of machineries by considering machine learning techniques. In machine learning, three
important steps are involved namely feature extraction, feature selection and feature

classification.

2.7.1 Feature extraction

The huge number of acquired digital signals from the machine or system cannot
be directly used for machine learning. The required fault information is extracted from
these huge data in the form of features such as statistical features, empirical mode
decomposition features, wavelet features, etc. The following subsections will provide

the usage of different features in condition monitoring and fault diagnosis.

2.7.1.1 Statistical features

The descriptive statistical features viz. mean, mode, skewness, maximum,
minimum, standard error, range, median, sample variance, sum, standard deviation and
kurtosis are estimated from the acquired signals. These twelve features are some of the
statistical parameters that have been used widely for the research work in the area of
condition monitoring and fault diagnosis. Jegadeeshwaran and Sugumaran (2015)
investigated a fault diagnosis of automotive hydraulic brake system using statistical
features of vibration signals of the system under different condition. Saimurugan et al.
(2016) diagnosed on-road gearbox fault using vibration signal by inducing artificial
fault on gear tooth. Authors extracted statistical features and used decision tree for
feature selection and classification. Gangadhar et al. (2014b) carried out fault diagnosis
of lathe machine single point cutting tool by employing statistical features of vibration

signals.
2.7.1.2 Empirical mode decomposition features

EMD is method used to decompose complex signals in to finite or small number
of components. These components are called as intrinsic mode functions (IMF). EMD
is used to decompose raw vibration signals into IMFs that represent the oscillatory

modes generated by the components of the mechanical systems.
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Ghaderi and Kabiri (2017) demonstrated automobile engine fault diagnosis
through sound signal by employing EMD on acquired signals. Best-first algorithm was
used to ignore irrelevant features. Three classifiers were used for classification and were
compared amongst for their classification accuracy. Amarnath and Praveen (2012)
showed that EMD based statistical features are effective in detecting early failure in
roller bearing and helical gear unlike time domain statistical features which are
susceptible to noise and non-stationary characteristic of acquired acoustic signal. The
approach considered only a few fault conditions and used a single (EMD) feature
extractor for diagnosis. Lei et al. (2013) reviewed a fault diagnosis of machine
components such as rolling bearings, gears and rotors by using EMD technique. Dybala
and Zimroz (2014) carried out a rolling ball bearing diagnosis using EMD technique.
Liu et al. (2015) presented bearing fault diagnosis based on least squares support vector
machine (LS-SVM) and EMD. The weighted LS-SVM was used to remove the high-
frequency intermittent noises, LS-SVM rolling prediction model was applied to
extrapolate the signal and spine cubic interpolation is replaced by LS-SVM regression
to reduce the end effects.

2.7.1.3 Discrete wavelet transforms features

DWT decomposes the signal into two frequency sub bands such as low frequency
band (approximate coefficients) and high frequency band (detailed coefficients)
through high pass filters and low pass filters. Subsequently, the decomposed low
frequency component of the signal is again decomposed into approximate and detailed
coefficients. This iteration will go on and at each step the approximate coefficient is
considered as a DWT feature.

Saravanan and Ramachandran (2010) carried out fault diagnosis of gearbox using
vibration signals. They extracted DWT features from the vibration signals and
classification was done using ANN. Wu and Kuo (2009) presented fault diagnosis of
an automotive generator using DWT features and ANN for fault classification.
Saravanan and Ramachandran (2009) studied the gear fault diagnosis using DWT
feature and J48 decision tree for selection and classification of features. Wu and Liu
(2008) carried out fault diagnosis of 1C engine using DWT and neural network. Wu et

al. (2009) studied gear fault classification using vibration signals. They used DWT and
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adaptive neuro-fuzzy inference system (ANFIS) method for fault identification in the

gear.

2.7.2 Feature selection

All extracted features from measured data are not required to extract the
diagnostic information. Dimensionality reduction techniques remove the redundant
information to reduce the original higher dimension for the ease of processing and
computation. Recently, the use of feature reduction and feature selection for data
preparation before feeding into the classifier has received considerable attention (Cao
et al. 2003). In the present study decision tree was used for selecting significant features
from the feature vector. It is the procedure used to select subset of ‘M’ features from
the existing set of ‘N’ features (M<N). The role of the feature selection in machine

learning system are as follows;

> |t enables the machine learning algorithm to train faster
> |t reduces the complexity of a model and makes it easier to interpret
> |t improves the accuracy of a model if the right subset is chosen and

> |t reduces overfitting

The details of the usage of feature selection technique are discussed in the following
sections.
2.7.2.1 Decision tree technique

Decision tree technique is widely used in machine learning and classification
fields. Decision tree can be used for both feature selection and classification of features.
A decision tree is a tree-based knowledge representation methodology used to represent
classification rules. J48 algorithm (A WEKA implementation of C4.5 algorithm) is a
widely used technique to construct decision trees (Sugumaran et al. 2007). Saimurugan
etal. (2011) considered decision tree for selecting important features from the vibration
signals of rotating system. Jegadeeshwaran and Sugumaran (2015) presented fault
diagnosis of automobile hydraulic brake system using C4.5 decision tree algorithm for
feature selection and SVM algorithm for classification. Sun et al. (2007) presented a
fault diagnosis of rotating machinery based on decision tree and principal component

analysis (PCA) based algorithms. Krishnakumari et al. (2016) conducted fault diagnosis
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of spur gear using decision tree and fuzzy classifier. They extracted statistical features
from the vibration signals then feature selection was performed by J48 decision tree
algorithm. Vernekar et al. (2015) carried out fault diagnosis of IC engine gearbox using
DWT feature. They used decision tree for selecting features and SVM was used as
classifier for classification of features. Kumar et al. (2019) studied multi sensor data
fusion for fault diagnosis of gearbox using DWT features. They used decision tree for

selecting contributing features and ANN, SVM, PSVM as classifiers for classification.

2.7.3 Classification of features

Feature classification is the last phase of the machine learning approach. In the
classification process, the classification algorithm develops a model with the help of
training data and the trained model is used to classify the data belonging to various
classes of faults. There are various classification techniques to classify the gearbox
conditions. ANN, SVM, Naive Bayes and K-star algorithm are used by many
researchers in the fault diagnosis of rotating machineries. The following subsections
provide the details about the use of classification algorithms for online IC engine

gearbox monitoring.

2.7.3.1 Support vector machine (SVM)

SVM is one of the most widely used classification algorithm in machine learning
applications, because of its accuracy and good generalization capabilities (Saimurugan
etal. 2011). SVM is used in many fields for classifying the data such as text recognition,
face detection, biomedical, satellite data etc. SVM is a relatively new computational
learning method (Cortes and Vapnik 1995). SVM was originally made for classification
and nonlinear regression tasks (DEAK et al. 2014; Vora et al. 2015). SVM is based on
statistical learning theory and it works on the principle of risk minimisation.
Saimurugan et al. (2011) investigated multi component fault diagnosis using vibration
signals of the roller bearing. They used decision tree for selection of important features
and SVM as classifiers for feature classification of vibration signal for fault detection
in the roller bearing. Kankar et al. (2011) carried out rolling element ball bearing fault
detection using vibration signals and continuous wavelet transform signal processing
technique. In their study, fault classification is done based on three machine learning
techniques, i.e., SVM, ANN and Self-Organizing Maps (SOM). From the results, they
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found that SVM with Meyer wavelet is giving a good amount of accuracy in identifying

the faults in the roller bearing element.

2.7.3.2 K star algorithm

K star algorithm is one of the instance-based classifier algorithms. This is the
class of a test instance which is based on training instances identical to it, as determined
by few similarity functions. It is different from other instance-based learners in the way
that it utilizes an entropy-based distance function. Instance based learners classify an
instance by comparing it to a data base of pre-classified examples. The essential
assumption is that similar instances will have similar classification. This algorithm uses
entropic measure, based upon probability of transformation of an instance into another
by random selection between all possible transformations. Taking entropy as a measure
for an instance distance is very much beneficial and information theory provides an
advantage in measuring the distance among the instances. A uniform method of

management of real valued, symbolic and missing value attributes is obtained.

Madhusudana et al. (2016a) carried out condition monitoring of face milling tool
under different conditions of tool using vibration signals. They extracted histogram
features from the signals and classification was done using K star algorithm. Pawar et
al. (2016) considered decision tree, K star algorithm and wavelet transform for fault
diagnosis of helical gear box using vibration signals. Painuli et al. (2014) studied fault
diagnosis of lathe tool monitoring using vibration analysis. Statistical features extracted
from the acquired signals and classification was performed using K star algorithm.
Results shows that K star was able to achieve 78% classification accuracy in classifying
the conditions of the tool.

2.7.3.3 Random forest algorithm

Random Forest is a type of artificial intelligence technique to identify the state of
machinery component. The Random Forest algorithm was developed by Breiman
(2001)and is based on building a decision tree. In the initial stage, the training set
consisting of features is divided into in-bag and out-bags set. The method of
bootstrapping is repeated several times on feature set to produce several in-bag and out-

bag set subsets. A decision tree is modeled for each in-bag data and the out-of-bag set
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is used for evaluating the classification accuracy of each decision tree. The final
outcomes based on algorithm are obtained from out-bag sets from the entire training
dataset. Every decision tree casts a vote for one class and this vote can be used to
estimate the generalization capability of the classifier. The class from the feature set is
recognized by gaining maximum vote (Peng and Chiang 2011). The Random Forest
error rate depends on the correlation between any two trees in forest and strength of
each tree in the forest. Increasing the correlation increases the forest error rate. On the
other hand, a tree with a low error rate is a strong classifier (Vakharia et al. 2017).
Cerrada et al. (2016) proposed fault diagnosis of spur gear using genetic algorithm for
selecting features and random forest for classification. Classification accuracy of about
97% is achieved using the random forest algorithm. Quiroz et al. (2018) used the
random forest algorithm for fault identification in an induction motor. The results of
the algorithm showed improved accuracy in differentiating healthy and faulty cases of

the induction motor.

2.8 LIMITATIONS OF MACHINE LEARNING TECHNIQUES
The signal processing, manual feature extraction techniques and models give

good diagnosis results, but some of their limitations mentioned below.

e Feature extraction techniques require expertise in the field of signal processing.
Generally, researchers use statistical, HHT, WPT and EMD for feature
extraction. Hence, effectiveness of the model depends upon quality of feature

extracted.
e Manual feature extraction is time consuming and laborious.

e SVM, KNN, decision tree, Bayesian network and other architectures are
employed on extracted feature; which are not easy to fit on complex non-linear
functions. It requires large number of hidden layers that increases computational

burden.

e They can extract only limited number of faults, typically 3 to 6 types. A few of
the models fail as number of fault cases increase and therefore cannot be used

in real time failure analysis.
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Conventional approaches such as back propagation neural network (BP-NN) and
SVM have limitations such as increased computing power requirement to process huge
number of datasets within time. Due to the above-mentioned shortcomings of
traditional machine learning algorithms, attention was focused on ANN and its variants.
ANN is composed of many simple and interconnected neurons. These neurons are
connected to each other by links that have associated weights. The weights between
each neuron determine the significance of the input to each neuron. As it is trained,
these weights are updated as the ANN learns. Many variations of the ANN exist such
as Convolutional Neural Networks (CNN), Deep Neural Networks (DNN), Recurrent
Neural Networks (RNN), Long Short-Term Memory (LSTM), Deep Belief Networks
(DBN) Generative Adversarial Networks (GAN). Among these, CNN and LSTM are
the most popular ones for diagnostics of faults in rotating machinery. CNN is mostly

used in image recognition.

2.9 DEEP LEARNING TECHNIQUES

Over last decade, researchers widely used methods like SVM, ANN, decision
tree, random forest, etc. These methods were commonly used with high accuracy by
extracting deep features from raw vibration signals. However, automatic feature
extraction methods increased the demand in case of fault diagnosis of rotating machine
elements with high accuracy and less complexity. To address the short comings of
machine learning methods researchers introduced stacked LSTM, an advancement of
recurrent neural networks (RNNs), for bearing fault diagnosis (Yu et al. 2019). LSTM
layers have capability of manual feature extraction, which solves gradient descent
problem present in RNN. They used three LSTM layer for automatic feature extraction
and softmax layer for classification.

Recently, deep learning techniques are used due to their effectiveness and quality
of feature extraction, recognition and classification. The deep learning model comprises
of multiple layers stacked with the network to extract high-level features from raw input
data and provides significant results. Deep learning techniques are used in image
processing, speech recognition, natural language processing and image recognition etc.
Since the vibration signal of the rotating element of mechanical systems has similar

dimensionality like image processing and speech recognition, deep learning
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architecture can be used for fault diagnosis of mechanical components based on their

raw vibration data.

Tian and Liu (2019) proposed a deep convolutional neural network (DCNN)
based fault detection model. DCNN extracts features automatically from sensor signal
and eliminates the need of expertise in the area of signal processing or feature
engineering. Now a days, there are many deep learning techniques being used for
diagnosis (Ince et al. 2016). Deep learning techniques are applied to extract features
from fault bearing signals (Cabrera et al. 2017). DCNN was proposed to extract features
in time and frequency domain of rolling element and antibody immunity algorithm was
used for bearing fault detection in real time. Fault type was identified by comparing

both time and frequency domain analysis results.

It is difficult to get accurately labelled data in industries for training which
requires large amount of data sets. Thus, data augmentation is used to get additional
valid labelled data for training. Li et al. (2020) proposed deep learning model based on
data augmentation. Two methods of augmentation method were investigated namely
datasets -based method and sample -based method. The performance of proposed model
was estimated with respect to data augmentation techniques. An effective fault
detection of any rotating component has always been a significant issue in mechanical
industries. Zhang et al. (2019) proposed a deep learning model composed of CNN block
and residual learning blocks. Using residual learning, one can go much deeper with
neural networks without gradient descent or gradient explosion problem. Based on the
signal analysis method, intelligent fault detection techniques have been extensively
used for fault detection in rolling bearing and TCM. Chen et al. (2020) proposed a CNN
and stacked LSTM based deep learning model for automatic feature learning from the
raw vibration sensor signals. Researchers considered two CNNs for feature extraction
and two LSTM models to find out fault type based on learned features. The multi-scale
CNN and LSTM model was comprised of a feature extractor and classifier, it takes raw

vibration signal directly as input without any data pre-processing operation.

Lu et al. (2017) proposed a stacked denoising auto-encoder (SDA) based deep
learning model for health monitoring for a signal having ambient noise and fluctuation

condition of rotating machinery component. It is a robust feature representation
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technique. SDA based deep learning techniques are divided into three parts: (i) division
of training and testing samples; (ii) establishment of hierarchy deep learning
architecture; (iii) establishment of transmitting rule for model training. The presented
model achieved good accuracy of classification; however, having difficulty in network
training. Sun et al. (2016) proposed a deep neural network (DNN) for fault diagnosis in
induction motor, adopted sparse auto-encoder (SAE), unsupervised feature learning
techniques. The SAE operates on unlabelled raw vibration datasets that help in
denoising coding. The learned features were given to a neural network-based classifier
for finding faults in the motor. SAE improved the robustness of features leaning with
noisy data. The auto-encoder extreme learning machine (ELM) based technique was
used for bearing fault diagnosis and to overcome the deficiency of previous neural
networks techniques; i.e., difficulty in network training and more training time (Mao et
al. 2017).

In deep learning methods, CNNs and LSTM are specially designed for any
complex non-linear data. Initially, CNN was used in the image processing domain;
presently, its application considered in many fields, like computer vision, speech
processing, etc. Cai et al. (2020) presented a stacked LSTM based hybrid system for
tool condition monitoring. Feature extraction was performed by stacked LSTM model
from the vibration signals of the tool. For validating the model, authors used NASA
Ames milling and 2010 PHM data challenge datasets. Outstanding performance was
obtained from this model in tool wear prediction and hence the model is used when
experiments run under many operating conditions. Guo et al. (2016) proposed a deep
CNN based fault diagnostic algorithm for bearing diagnosis. This method comprises
three convolutions layer, three pooling layers and one fully connected layer at the top
of the model as a classifier. The deep learning approaches accomplished great success

in the field of fault diagnosis of the rotating component.

CNN with residual learning and LSTM achieved great success in fault diagnosis
and the vanishing gradient problem addressed during training. CNN model gives better
classification accuracy with more layer. However, after reaching deeper in CNN
network performance gets degraded due to the gradient problem. Thus, attaining much

deeper deep learning network is harder to train. The residual learning block introduced
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to train network and easy to reformulate NNs layers in terms of residual function with
input layer and it avoids gradient explosion problem. In present study, 1D time-series
data and LSTM techniques were considered. LSTM architecture provides longer-term
dependencies and can add or remove information from the cell regulated by gates, thus

providing better classification accuracy.

2.10 MOTIVATION FROM THE LITERATURE

Literature review concludes that condition monitoring is a significant technique
for fault diagnosis of rotating machine components and used for detecting early faults
in the machines to avoid severe failure of machine during the working condition.
Condition monitoring techniques are applicable in industries to monitor heavy
machines to avoid downtime by notifying various vibration and temperature variation
of machines. In machines and any mechanical structural failure is due to vibration of
machine components. To avoid damages and failure of structures in machine
component many researchers have worked on early fault detection in structure and
machineries. In case of IC engine or rotating machines failure arises primarily by defect
in ball bearing and defect in transmission gear unit. Even though many researchers
worked on fault diagnosis of mechanical gear box and electrical induction motor. A lot
of investigations are still possible in IC engine fault diagnosis using different
monitoring techniques. Many numbers of techniques can be used for condition
monitoring of IC engine considering combustion and loading unit. Most significant
approach for condition monitoring is vibration analysis, which permits differentiating
healthy and faulty engine components.

Vibration analysis involves time domain or frequency domain which can provide
only information regarding past conditions of defective components of the engine. The
concept can be extended with an advanced signal processing technique, machine
learning techniques and deep learning approaches for developing online condition
monitoring of the IC engine to identify different conditions of ball bearing and gear.
Performance of monitoring technique in fault diagnosis depends on the classifier used
for classification. Still many investigations are possible in finding best classifier. Many
investigations are possible in building on-line fault diagnosis system using vibration

signals with data mining techniques. In this research work, vibration signals of healthy
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and simulated faulty conditions are acquired which are used for offline monitoring

using signal processing techniques and online condition monitoring of IC engine using

machine learning and deep learning techniques.

2.11 OBJECTIVES

Condition monitoring of IC engine gearbox will be carried out using vibration

analysis. In order to accomplish fault diagnosis of IC engine it is essential to fix number

of major objectives.

The main objectives for proposed work are;

1.

To investigate bearing faults of two stroke IC engine gearbox using vibration

analysis through signal processing and machine learning techniques.

To build a four stroke IC engine setup with combustion process and loading
system (Eddy current dynamometer) for condition monitoring of IC engine

through vibration analysis.

To investigate faults in components of gearbox of an IC engine such as bearings

and gears using signal processing techniques.

To diagnose faults of bearings and gears of gearbox of an IC engine based on

vibration signals through machine learning approach.

To develop a deep learning model for diagnosis of bearing and gear faults in the
gearbox of an engine.

2.12 SCOPE OF RESEARCH WORK

The scope of the current research work is drawn as follows;

Fault diagnosis of ball bearing of two stroke IC engine gearbox using vibration
signals is studied using signal processing and machine learning techniques.

In the present work, experiment will be carried out on gearbox of four stroke IC
engine with combustion and loading arrangement using eddy current
dynamometer under different conditions of the engine.

Investigation and fault identification of the basic components of gearbox like

roller ball bearing and gear based on vibration signal analysis.
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e Fault diagnosis of IC engine using conventional signal processing techniques
such as time domain, spectrum, cepstrum, STFT and wavelet transform under
various conditions of engine components.

e Machine learning techniques such as SVM, random forest and K star are used
for classifying the features in order to diagnose the gearbox conditions.

e Determination of best feature and classifier combination for diagnosing the
gearbox of an IC engine in two stroke and four stroke I1C engine.

e Use of deep learning techniques such as CNN, residual learning, stacked LSTM
methods for automatic feature extraction and classification of gearbox conditions.

e The study is to identify the most effective condition monitoring technique for

predicting gearbox conditions more accurately while decreasing the error rate.

2.13 SUMMARY

This chapter discussed a review of existing gearbox condition monitoring
techniques. Literature was primarily divided into categories on the monitoring of IC
engine, gearbox elements such as gear and bearing condition monitoring using recorded
signals. Also, applications of signal processing techniques and machine learning
technique are discussed with respect to different mechanical systems. Advanced deep
learning techniques are also discussed with respect to rotating machineries. Along with
the above, an overview of each application method is discussed, citing many
researchers who have successfully implemented these techniques for their respective
area of research. In addition, this chapter discussed the objectives and scope of the
current research work. Chapter 3 discusses the methodology and experimental approach

used in this research.
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CHAPTER 3

METHODOLOGY AND EXPERIMENT DETAILS

3.1 INTRODUCTION

This chapter describes the methodology involved in achieving the objectives of
this research work. For performing fault diagnosis of the gearbox, a two-stroke and a
four-stroke IC engine have been chosen. Experiments were conducted on a two-stroke
engine gearbox which was cranked by a motor without applying load. In the four-stroke
engine, a test rig was established to conduct experiments in actual running condition
with loading arrangement by Eddy current dynamometer. The gearbox runs at various
loading conditions. Finding faults is very difficult in the system. Hence, a physical

parameter such as vibration has to be used for the diagnosis of faults.

3.2 METHODOLOGY

The proposed research work involves three stages. They are as follows:

(1) Fault detection based on signal processing techniques
(2) Fault diagnosis using machine learning approach

(3) Fault diagnosis using deep learning approach

Monitoring of gearbox is basically divided into two types (i) offline monitoring
and (i1) online monitoring. Offline monitoring of the IC engine gearbox is based on
signal processing techniques. Online monitoring of the IC engine gearbox is based on
machine learning and deep learning approaches. These methods are discussed in the
next sections. Figure 3.1 shows the methodology followed in monitoring system for
fault diagnosis of gearbox in two stroke IC engine gearbox. Figure 3.2 shows the
methodology followed in monitoring system for fault diagnosis of gearbox in four

stroke IC engine gearbox.
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3.2.1 Fault detection based on signal processing techniques

Analysis of the gearbox of an IC engine will be carried out using vibration
signals from the set of experiments. Vibration signals carry information about the
rotating components of the gearbox as they bear external applied load. The signal
processing techniques, viz; time domain, spectrum technique, cepstrum technique,
short time Fourier transform (STFT) technique and continuous wavelet transform
(CWT) technique are employed for analyzing the vibration signals. The aforementioned
techniques are an effective approach for detecting and diagnosing the faults of gears
and bearings in the gearbox. The detailed description about the signal processing

techniques is explained in the chapter 4

3.2.2 Fault diagnosis using machine learning techniques

Machine learning (ML) is the use of computer algorithms that improve and
become more efficient by gaining and applying knowledge through repeated exposure
to data. ML uses its own experience rather than explicitly programmed instructions.
The collected signals such as vibration signals will be processed and analysed to
diagnose the condition of the gearbox through ML technique. These algorithms build a
model based on the input data, which is called training data and is used for future
prediction. Continuous monitoring of gearbox signals provides early warning of the
faults arising in the system, in order to avoid unplanned downtime of machine cost and

time.

From literature study, it is understood that ML techniques are quite helpful in
developing automatic diagnosis models for gearboxes. In online monitoring, ML
techniques are used to classify the vibration signals of an IC engine into healthy and
faulty conditions of gearbox components. ML mainly involves three stages; (i) feature
extraction, (ii) feature selection and (iii) feature classification. In the present study
features such as statistical, empirical mode decomposition (EMD)and discrete wavelet
transform (DWT) are extracted from the vibration signals. Decision tree technique is
used to select most important feature for classification. Support vector machine (SVM),
Random Forest (RF) algorithm and K star algorithm are employed as classifiers. The

details of ML techniques are described in chapter 5.
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Two Stroke IC engine gearbox powered by DC motor and
accelerometer for measuring vibration signals
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_ ) Machine learning techniques;
Signal processing (i) Feature extraction: statistical, EMD
techniques such as, time and DWT
domain, spectrum, and (i1) Feature selection: J48 decision tree
wavelet transform (iii) Feature classification: SVM, K-star,
Random forest

Interpretation
» Fault detection based on rotational frequency in spectrum and wavelet plots
» Fault diagnosis based on machine learning techniques

Figure 3.1 Methodology of Two stroke IC engine gearbox fault diagnosis
3.2.3 Fault diagnosis using deep learning techniques

DL is a class of ML techniques that uses multiple layers to progressively extract
higher-level features from the raw input. In the field of DL, convolutional neural
network (CNN) is feedforward network that outperforms others when it comes to
generalizing and training networks with complete connectivity across adjacent layers.
A CNN's architecture is composed of several stages. Each stage serves a distinct
purpose. Each role is automatically filled by the algorithm. Each CNN architecture has
four characteristics: multiple layers, pooling/subsampling, shared weights and fully
connected layers. In the present study, CNN with residual learning, softmax function
and long short-term memory (LSTM) are used for diagnosing the gearbox faults in four
stroke IC engine. The acquired vibration signals of bearing and gear from four stroke
IC engine gearbox are given as input to the CNN and classification is performed. The

more details of the DL models are discussed in chapter 6.
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Four Stroke IC engine gearbox with
Eddy current dynamometer and mount Accelerometer on gearbox
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Interpretation

» Fault identification based on rotational frequency in spectrum and wavelet plots
» Fault diagnosis based on conventional machine learning techniques
» Automatic feature extraction and classification by deep learning methods

Figure 3.2 Methodology of Four stroke IC engine gearbox diagnosis

46



3.3 EXPERIMETNAL SETUP

In order to meet the objectives of this research work, it is essential to set up an
experimental test rig to conduct the experiments. In this study, gear and bearing faults
of a gearbox are considered to find the fault detection based on signal processing
techniques and machine learning approach. Experiments are conducted on gearbox of
a two-stroke motorcycle engine to diagnose the bearing faults without considering load
and combustion. Then, experiments were carried out on a four-stroke single cylinder

spark ignition engine, to diagnose gearbox faults such as gear and bearing.

The following sections discuss the details of the experimental test rig and

procedures involved in the experiments.
The experimental test rig consists mainly of 2 major equipment:

> Two stroke single cylinder engine driven by a motor

> Four stoke single cylinder SI engine with Eddy current dynamometer

3.3.1 Experimental set up of two stroke 1C engine without combustion and without
loading arrangement

Experiments were conducted on a two stroke IC engine gearbox without
combustion and loading for fault diagnosis of ball bearings using vibration signals
under healthy and simulated faulty conditions. The schematic view of two stroke engine
setup is shown in Figure 3.3. DC motor is attached to output shaft of the gearbox to
power the crank and a dimmer-stat is used for controlling the voltage supply for the

motor.
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Figure 3.3 Schematic of two stroke engine test setup
The experiment is conducted at a constant crankshaft speed of 1600 rpm.
Vibration signals are acquired using an accelerometer during engine running condition.
Then, the analog signal is converted to digital by a DAQ (NI 9234) system with a
sampling rate of 25 kHz and these signals are saved in PC and processed in LabVIEW
for further analysis. Figure 3.4 shows the physical test set up of two stroke engine
gearbox.
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Figure 3.4 Experimental test rig for two stroke IC engine gear box
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The vibration signals of the engine gear box are acquired for healthy and
different simulated faulty conditions of roller ball bearing. The experiment is conducted

for healthy and four simulated faulty conditions of the bearing, namely;

a. Inner race defect
b. Outer race defect
c. Ball defect

d. Combined faults of inner and outer race of bearing

A total of 150 vibration samples are collected, out of which 30 samples for
healthy and remaining signals are for each of the faulty conditions of the bearing. The
data are stored in the computer for further analysis. In occurrence of inner race fault
while transmitting impulses to outer surface area of casing, inner race defect had more

transfer segments.

Table 3.1 Condition of ball bearing

Cases Nature of fault Samples collected
a Healthy 30
b 2.5 mm inner race defect 30
c 1.5 mm outer race defect 30
d 2.5 mm inner and outer race 30
e 2 mm bal