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Abstract

The use of multiple-antenna configurations coupled with suitable signal processing

techniques is one of the most promising technique to achieve high data rates and im-

proved quality of service in wireless communication systems. Over the years many

Multiple-Input Multiple-Output (MIMO) techniques have been proposed to achieve

high spectral efficiencies, higher data rates and improved reliability of communica-

tion. MIMO techniques have been broadly divided into two broad categories; Spatial

Multiplexing techniques (SMX) [Foschini (1996)], which is employed to enhance the

capacity of system and Space Time Coding Techniques (STC) [Tarokh et al. (1998)],

which have been employed to improve the reliability of communications. In SMX, in-

dependent streams of information are radiated from multiple transmit antennas. SMX

achieves higher multiplexing gain, but this technique is not suitable for large scale

MIMO, due to increased decoding complexity at the receiver. Space Time Block Codes

(STBCs) are channel codes which maximize spatial diversity. STBCs are capable of

providing improved coding gain for same spectral efficiency compared with equivalent

diversity schemes. This in turn enhances the overall reliability of the wireless com-

munication system. STBCs combat channel imperfections and improve the integrity of

data transfer by combining coding gain with diversity gain [Alamouti (1998)].

Space Time (ST) techniques employing multiple antennas suffer from excess energy

consumption, due to the activation of all antennas and their power amplifier chains. A

energy efficient MIMO technique namely, Spatial Modulation (SM) was proposed by

Mesleh et al. in [Mesleh et al. (2008)]. This technique achieves increased energy effi-

ciency by activating only a single antenna at a time. Spectral efficiency is further im-

proved by conveying information through the medium of active antenna indices [Mesleh

et al. (2008)]. Thus SM is an energy conserving technique that utilizes the spatial di-

mension of multiple antenna configuration to convey additional information. The con-

cept of SM was further improved by appending a STBC with the SM scheme. This
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arrangement was introduced by [Basar et al. (2011)] and is known as Space Time Block

Coded Spatial Modulation (STBC-SM). Most of the literature on this topic has been

devoted to the study and design of Orthogonal STBC-SMs. However, it has been ob-

served that several Non-orthogonal STBCs provide performance (both in terms of Bit

Error Rate (BER) and Spectral efficiency) than conventional Orthogonal-STBCs. This

has lead us to study the performance of several families of Non-Orthogonal STBCs

when employed over different types of channels in this thesis.

The use of error control code enhances the integrity of data transfer, especially when

the communication system is operating in an environment perturbed by channel induced

distortion and noise. This is done by introducing controlled number of redundant bits

into the information bit stream. The discipline of error control codes has evolved from

designing binary codes for binary symmetric channels to designing complex symbol

oriented codes for various types of channels including semiconductor, optical and mag-

netic memories [Moon (2005)]. A comprehensive study of the literature has inspired

us to explore the use of full rank codes over STBCs, STBC-SM systems and in other

evolving applications.

In this thesis we have designed a class of full rank Non orthogonal Space Time

Block Codes (NSTBC) which are derived from full rank Cyclic and Abelian codes. It

is observed that these NSTBCs outperform conventional STBCs when employed over

a variety of channel fading conditions. The description of research work conducted

commences in Chapter 3 after a brief description of the state of art (literature survey)

given in Chapter 2. In Chapter 3, we have proposed a class of Spatially Modulated

Non Orthogonal Space Time Block Codes (SM-NSTBC) designed from n−length non-

binary Cyclic codes over GF(qm) where q is a prime and m is order of the extension field

(m ≤ n). The proposed SM-NSTBC outperforms conventional Spatially Modulated

Orthogonal Space Time Block Codes (SM-OSTBC), STBC-SM, SM schemes and their

variants in terms of average bit error rate (ABER) performance.

In chapter 4, the concept of receive spatial modulation has been explored. The tech-

nique of Precoded SM-NSTBC is proposed to attain receive spatial modulation. In this

scheme a part of information is conveyed by receive antenna indices in addition to the
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conventionally radiated NSTBC symbols. This is achieved by adopting suitable precod-

ing technique at the transmitter. The performance of proposed Precoded SM-NSTBC

scheme is synthesized for spatially correlated and spatially uncorrelated Rayleigh fad-

ing environments.

The design of a cooperative communication system with Amplify and Forward re-

laying for Spatially Modulated Non-orthogonal Space Time Block Code (SM-NSTBC-

AF) is discussed in Chapter 5. A single relay with multiple antenna elements is assumed

to exist between source and destination. The information transmitted by the source is

received by the relay in first time slot, in the second time slot this information is am-

plified and forwarded to the destination. In the proposed scheme, a direct link between

source and destination as well as the cooperative link (link between source and desti-

nation through a relay) are assumed to exist and operate in tandem. It is observed that

this approach provides improved ABER performance over conventional schemes. This

scheme has been compared with equivalent schemes employing amplify and forward

relaying, namely Cooperative STBC-SM schemes and Cooperative SM schemes.

In Chapter 6, the system and channel model of High Altitude Platforms (HAPs) has

been studied. The effect of Imperfect Channel State Information (Imp-CSI) is investi-

gated to obtain insight into the performance of HAP-MIMO links when deployed in real

life situations. The performance of full rank SM-NSTBC, STBC-SM and SM-OSTBC

schemes over a HAP-MIMO environment is analyzed. It is observed that proposed SM-

NSTBC outperforms competing schemes under the conditions of perfect-CSI availabil-

ity as well as imperfect-CSI.

In the last part of this thesis we have investigated the design of NSTBCs derived

from non-binary Abelian codes. First, a description of the transform domain proper-

ties and rank-distance properties of Abelian codes has been provided. This is followed

by the design and synthesis of Spatially Modulated Non-orthogonal Space Time Block

Codes derived from n-length full rank Abelian codes over GF(qm). It is observed that

the proposed Abelian SM-NSTBC provides a performance improvement when com-

pared with Cyclic SM-NSTBC and other conventional STBCs.

In summary, in this thesis we have utilized the rank distance characterization of
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Cyclic and Abelian codes. The codewords derived from Cyclic and Abelian codes when

viewed as (m× n) matrices possess full rank. By employing suitable rank preserving

maps we have synthesized full rank Non-orthogonal STBCs from these full rank codes.

SM-NSTBC schemes which achieve high reliability, high spectral efficiency with mod-

erate decoding complexity have been designed. The performance of proposed schemes

have been analyzed under Rayleigh fading environments. Further, we have explored

the concept of receive spatial modulation and have synthesized schemes which employ

full rank Non-orthogonal STBCs. This is followed by the derivation of a technique

which employs cooperative SM-NSTBC with amplify and forward relaying to improve

the overall link performance. We have also proposed a MIMO scheme which can be

employed on a High Altitude Platform communication system. The performance of this

scheme over HAP-MIMO environment has been determined. The design of all systems

has been done keeping in view of the 3GPP communication standards.

It is expected that the results contained in this thesis will be useful for the designs

of modern communication systems such as 5G and beyond-5G.
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ŜSM Estimation of SSM

β Normalization factor

X Transmitted Signal

Hc Correlated channel matrix

hi j Channel gain from jth transmit antenna to ith receive antenna

RRx Receiver correlation matrix

RT x Transmitter correlation matrix

⊗ Kronecker product

ρ Spatial Correlation coefficient
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Chapter 1

Introduction

Error control codes are widely employed to reduce impairments in transmission chan-

nels caused by packet loss, channel noise, channel fading, and interference. The use of

error control codes enhances the robustness against noise and channel induced pertur-

bations by adding controlled redundancy into the information bits. The performance of

most classical channel codes is primarily determined by the minimum distance (dmin)

between two codewords of the code. The most commonly used distance metric is the

Hamming metric, which specifies the number of discrepancies in corresponding loca-

tions between two codewords. However, for several channels/storage memory models,

a distance metric closely matched to the distortion induced by the channel/storage de-

vice has to be incorporated, which is more suitable to the interference introduced by

the channel. An alternate distance metric that has received considerable attention over

the past three decades is the Rank metric. This metric has found application in several

domains such as wireless communications, cryptography, storage systems, and network

coding. Historically, most classical error control codes were synthesized with the Ham-

ming metric as the distance measure. The Hamming metric is not particularly well

suited to the characteristics of many real channels (for example, MIMO-fading chan-

nels or certain storage channels). Hence, many researchers have attempted to postulate

metrics that match the communication channel/storage device characteristics in a more

comprehensive manner. This search has led researchers to come up with the Rank met-

ric. The notion of the Rank metric was first introduced by [Delsarte (1978)]. Rank met-

ric is a distance measure which is well suited to quantify the perturbations introduced

by wireless MIMO channels, storage arrays and storage tape drives where information
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is represented in the form of rectangular matrices rather than one dimensional n-tuple.

Gabidulin has constructed linear codes over the finite field GF(q) for every k, m and

n where q is a prime, k, n are parameters of code and m represents order of the ex-

tension field [Gabidulin (1985)]. Roth has studied the same problem in the context of

coding for storage devices [Roth (1991)]. Sripati et.al [Sripati (2004)] have specified

methods to construct full rank m× n codes over the field GF(q) from the families of

Cyclic and Abelian codes. These full rank codes were employed to construct designs for

Non-Orthogonal Space Time Block codes (NSTBCs) by using suitable Rank preserving

metrics [Sripati et al. (2004), Sripati and Rajan (2003)]. Many researchers have since

then used this approach to synthesize NSTBCs for a number of applications [Puchinger

et al. (2016), Lusina et al. (2003), Goutham Simha (2018), Mans et al. (2017)]. In

this thesis, we have used this approach to synthesize NSTBC designs for a number of

modern applications.

The modern era is characterized by ubiquitous connectivity provided by wireless

communication systems. Communication infrastructure should be designed for wide-

spread accessibility, high throughput, and reliability. Keeping these objectives in mind,

it has become essential for upcoming wireless standards such as 5G and beyond-5G

to provide a service, which is reliable in addition to being energy as well as spectrally

efficient. The most promising solution capable of supporting the increasing demand for

high-quality wireless services is the use of multiple antennas at transmit and receive

end, i.e. use of Multiple Input-Multiple Output (MIMO) schemes [Foschini and Gans

(1998)]. In order to achieve Multiplexing gain, a MIMO technique named spatial mul-

tiplexing (SMX) has been proposed [Foschini (1996)]. Though SMX achieves higher

multiplexing gains, it is not suitable for very large scale MIMO and massive MIMO sys-

tems due to the increased complexity and cost overheads [Mesleh et al. (2017)]. Space

Time Block Codes (STBC) are channel codes designed for use with multiple trans-

mit/receive antennas to improve the reliability of wireless communication. This is done

by exploiting the diversity inherent in a MIMO system and augmenting this with the

coding gain provided by the channel code [Alamouti (1998)]. The Alamouti code was

the first Orthogonal Space Time Block code to be proposed. Orthogonal Space Time
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Block Codes achieve rate-one, full diversity for two transmit antenna systems. For sys-

tems, which possess more than 2 transmit/receive antennas, Orthogonal STBCs impose

a limitation that the maximum achievable symbol rate would reduce to 3/4, which in

turn reduces the channel capacity [Tarokh et al. (1998), Su and Xia (2003)]. To increase

the reliability of the system other variants of STBCs such as Quasi-Orthogonal STBC,

Non-orthogonal STBC and full diversity high-rate STBCs have been proposed in [Li

and Wang (2014), Le et al. (2014)].

Spatial Modulation (SM) [Mesleh et al. (2008)] constitutes a low complexity sub-

stitute to conventional SMX schemes with the added advantage of improved spectral

and energy efficiency. SM is a unique method that achieves higher energy efficiency by

activating only a single antenna at a time. Spectral efficiency is improved by conveying

information through the medium of antenna indices. Inter channel interference (ICI) is

eliminated as a single antenna is activated at the transmitting end over any symbol inter-

val. This scheme was generalized to activate more than one transmit antennas as shown

in [Mesleh et al. (2008), Simha et al. (2017)]. SM scheme was further augmented by

combining OSTBC with SM (known as Space Time Block Coded Spatial Modulation

(STBC-SM)) [Basar et al. (2011)]. STBC-SM has allowed a trade-off between achiev-

able throughput and diversity. In STBC-SM, the information bits are divided into two

parts, the first half is used to activate different sets of two transmit antennas, and the

other half of information bits are modulated as 2× 2 Alamouti STBC and radiated by

the activated antennas. Many variants of STBC-SM which achieve high data rates have

been proposed in the last few years. One significant example is the class of Spatially

Modulated Orthogonal Space Time Block Codes (SM-OSTBC) which incorporated the

concept of spatial constellation selection [Le et al. (2014), Wang and Chen (2014)].

1.1 Motivation for this Research work

Algebra has emerged as an important tool to study and analyze error control codes.

Channel codes are an essential constituent of modern wired and wireless communica-

tion as well as storage systems. There are a wide variety of channels whose character-

istics are not well matched to the traditional Hamming metric. Hence, alternate metrics
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have been described in the literature, and it has been shown that the Rank distance met-

ric is well matched to correct errors that could be introduced in MIMO channels. The

performance of such wireless communication channels can be considerably improved

by using matrix codes that have good rank distance properties. A comprehensive study

of the literature on Orthogonal and Non-Orthogonal STBCs has inspired us to explore

the use of full rank codes in MIMO systems. The primary motivation of this work is

to synthesize and evaluate novel NSTBC designs for different MIMO techniques by

employing the full rank codes (A full rank code is defined as a code in which all of

the codeword matrices other than the all zero codeword matrix possess full rank prop-

erty). A large amount of existing literature on this topic is dedicated to the use of STBC

MIMO techniques with orthogonal property. However it has been observed that several

schemes employing non-orthogonal STBCs promise performance improvement [Mans

et al. (2017)]. In this thesis we have proposed a class of non-orthogonal STBCs, with

full rank property which outperforms conventional STBCs. The concept of synthesizing

STBCs from full rank Cyclic was introduced in [Sripati (2004)]. This body of research

work has been continued further in this thesis. A number of NSTBC designs for various

modern applications arising from full rank Cyclic and Abelian codes have been synthe-

sized. The performance of these designs has been evaluated through analytic means and

Monte Carlo simulations. The contributions made by this thesis in various chapters are

enumerated below.

Chapter 2 provides a study of the existing literature available. Firstly, the basic

model of the MIMO communication system is provided, followed by the description of

the Rayleigh channel model. Further, a fundamental insight is provided on the prelim-

inary concepts used in the construction of codes proposed in this thesis. A description

of rank as a metric is provided. It is shown that this rank metric can be employed

to quantify errors introduced by MIMO channels. Followed by the transform domain

description of Cyclic code and its rank-distance properties. Furthermore, a discussion

of rank-preserving maps, namely Gaussian Integer Map and Eisenstein Integer Map is

provided. These rank preserving maps are employed in this thesis to obtain codeword

matrices over the complex number field from the designed Cyclic and Abelian code-
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words (defined over a finite field).

Chapter 3 is the first contributory chapter in this thesis. A novel MIMO scheme,

namely Spatially Modulated Non Orthogonal Space Time Block Codes (SM-NSTBC),

is presented in this chapter. The full rank codewords obtained from Cyclic codes are

employed in the design of SM-NSTBC codewords. These full rank codewords matrices

are obtained over finite field of GF(q) (q is a prime) are transformed into equivalent full

rank matrices over the complex number field by incorporating rank-preserving maps. A

theoretical upper bound on the Average Bit Error Rate (ABER) is derived for the pro-

posed scheme. Further, a low complexity sphere decoder for the proposed SM-NSTBC

scheme has been presented, and its performance has been evaluated. The performance

of this proposed SM-NSTBC is compared with existing conventional schemes, namely

SM, SM-OSTBC and STBC-SM schemes. Simulation results show that the proposed

SM-NSTBC scheme provides a minimum performance improvement of 1.5 dB over

SM-OSTBC schemes and approximately 5 dB over conventional SM scheme.

To further explore the performance of SM-NSTBC scheme, the concept of precod-

ing is incorporated in Chapter 4. The novel idea of Precoded SM-NSTBC for receive

antenna activation is proposed. In the Precoded SM-NSTBC scheme, additional in-

formation bits are conveyed by the use of receive antenna indices. This technique is

mainly preferred for downlink communication as it leads to a reduction in complexity

at the receiver end. In order to activate the specific set of receive antennas, a suitable

precoding technique has to be incorporated at the transmitter end. A detailed discus-

sion of the precoding algorithm has been provided in this chapter. Here, we assume

that the Channel State Information is available at the transmitter end. An analytical

upper bound on the ABER is derived for the proposed scheme and the decoding com-

plexity is computed. Followed by a brief description of the mathematical model used

to describe Spatially Correlated (SC) channel conditions. With the help of this insight,

the performance of proposed Precoded SM-NSTBC is determined for varying values of

Spatial Correlation. It is observed that the proposed Precoded SM-NSTBC outperforms

precoded SM-OSTBC and precoded STBC-SM by a minimum of 2 dB.

The concept of cooperative communication is explored in Chapter 5. The arrange-
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ment of multiple antennas at the transmitter and/or receiver is not always possible due

to the limitation of size and cost of hardware. In such a framework employing relays

achieves the advantage of the MIMO scheme by establishing a virtual MIMO system.

The design and performance analysis of cooperative communication with Amplify and

Forward relaying scheme for Spatially Modulated Non-orthogonal Space Time Block

Code (SM-NSTBC-AF) is provided in this chapter. The cooperative link is established

between the transmitter and receiver through a relay. In the proposed SM-NSTBC-AF

scheme, a direct link between transmitter and receiver as well as the cooperative link

are assumed to be operating simultaneously to ensure better performance than the con-

ventional scheme. The analytical upper bound and outage probability for the proposed

SM-NSTBC-AF scheme is evaluated. The performance is compared with equivalent

schemes with amplify and forward relaying, namely cooperative STBC-SM and co-

operative SM scheme. A performance improvement of ∼ 3 dB is observed over the

competing schemes.

In the next contributory chapter, a communication scheme operating in conjunc-

tion with an Unmanned Ariel Vehicle (UAV) scenario is considered. The channel and

system model of High Altitude Platforms (HAP) is studied to understand the various

issues affecting communication between UAVs and base stations. Further, the perfor-

mance of Space Time Block Codes and Spatial Modulation is studied in the context of

communication with HAPs. The performance of SM-NSTBC scheme operating over

a HAP environment is explored. This performance is compared with other competing

schemes, and it is observed that SM-NSTBC achieves higher performance as compared

to other schemes. Further, the effect of Imperfect Channel State Information (Imp-CSI)

in the presence of spatial correlation is studied to gain a deeper understanding of various

practical factors that influence performance. It is observed that the SM-NSTBC scheme

outperforms other STBCs with perfect-CSI and Imp-CSI channel conditions.

Chapter 7, is devoted to the design of NSTBCs originating from Abelian codes.

First a brief description of Abelian code’s characterization and their transform domain

description is given. Followed by a discussion of the rank-distance properties of Abelian

codes and the method to synthesize full rank distance codes from the class of Abelian
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codes is provided. These full rank-distance Abelian codes are then used to synthesize

a class of full rank Non-Orthogonal Space Time Block Codes by incorporating rank-

preserving maps. The performance of these spatially modulated NSTBCs extracted

from Abelian codes are compared with the conventionally synthesized STBC-SM, SM-

OSTBC and SM-NSTBC derived from Cyclic codes. It is thus shown that the class of

Abelian codes can be a rich source for NSTBC designs.

The last chapter provides a summary of results obtained and further enlists the di-

rections for future research work.
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Chapter 2

Literature Survey

In this chapter, background of MIMO communication system is provided. Followed by

the introduction of preliminary concept that are incorporated in this thesis is described.

The preliminary concepts such as the notion of rank as a metric, the transform domain

description of Cyclic codes, Rank distance properties of Cyclic code, construction of

full rank Cyclic codes and description of rank preserving maps are discussed.

2.1 Introduction to MIMO communication

The most fundamental mode of wireless communication is the single input single output

(SISO) system that employs only a single antenna at transmitter and receiver ends. A

multiple antenna system at the transmitter and receiver offers the advantage of increased

diversity and possible coding gain over the SISO model of wireless communication.

Figure 2.1 Generalized block diagram of MIMO scheme.

Figure 2.1 gives a generalized block diagram of a multiple-input multiple-output
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(MIMO) system, a system that has more than one antenna at both transmitter and re-

ceiver. In a MIMO system, more than one communication link is established between

transmitter and receiver. A MIMO system with Nt number of transmit antennas and Nr

number of receive antennas is sketched in Figure (2.1). The received signal is given by

Equation (2.1). In this equation, y1,y2, · · · ,yNr represent the Nr received symbols, The

coefficients hi, j; 0≤ i≤ Nt ,0≤ j≤ Nr represent the channel coefficients, x1,x2, · · · ,xNt

represent the transmitted symbols and n1,n2, · · · ,nNr represent the noise symbols.



y1

y2

...

yNr


=



h11 h12 · · · h1Nt

h21 h22 · · · h2Nt

...
... · · · ...

hNr1 hNr2 · · · hNrNt





x1

x2

...

xNt


+



n1

n2

...

nNr


(2.1)

The vector representation of this equation is specified by,

Y = HX+N (2.2)

Here Y is the received vector, H represents the channel between transmitter and

receiver, X is the transmitted symbol vector and N represents independent and identi-

cally distributed (i.i.d) circularly symmetric complex Additive White Gaussian Noise

(AWGN) random variables with zero mean and unit variance. For any MIMO system,

the average transmit power is assumed to be same for all transmit antennas and is nor-

malized to value of unity.

The Spatial Multiplexing (SMX) scheme is one of the most basic examples of a

MIMO system. In a SMX system, all the transmit antennas radiate different streams

of information, this in turn increases the total spectral efficiency and capacity of the

system [Foschini (1996)]. As different symbols are radiated from different transmit

antennas, transmit diversity is not achieved. Equation (2.1) gives a representation of

a SMX system. The diversity gain of such a system depends only on the number of

receive antennas.

The Space Time Block Codes (STBC) is another popular MIMO scheme, which

10



was first introduced by Alamouti in [Alamouti (1998)]. This code could achieve full

diversity at transmitter and could be decoded by simple decoding technique. The tem-

poral as well as the Spatial domains of a MIMO system were exploited by this code to

yield results equivalent to that obtained by a 1× 2 maximum ratio combining (MRC)

system (corresponding to 2× 1 Alamouti scheme) or 2× 2 MRC system (correspond-

ing to 2× 2 Alamouti). This concept of STBC was later explored for higher numbers

of transmit and receive antennas.

In general, the transmitted codeword of a STBC employing Nt transmit antennas

and spread over T time slots is given by Equation (2.3)



x11 x12 · · · x1T

x21 x22 · · · x2T

...
... · · · ...

xNt1 xNt2 · · · xNtT


(2.3)

Later, in 2008 an energy efficient MIMO system was proposed in [Mesleh et al.

(2008)] namely Spatial Modulation (SM). In this scheme, addition information is con-

veyed by the antenna index. The information is transmitted only from a single antenna

and not by multiple antennas. This helps in reducing the issue of transmit antenna

synchronization (TAS) and inter-antenna interference (IAI).

2.1.1 Channel description of MIMO system

The propagation medium between the transmitter and receiver is exposed to multi-path

distortion, attenuation along superposition of noise. Signal distortion is brought about

by phenomenon such as reflection, diffraction, refraction and scattering. This results

in the creation of several components which arrive at the receiver at different instants,

having experienced different amounts of phase shift and attenuation (multi-path com-

ponents). So it becomes very crucial to estimate the channel coefficients, which specify

the phase change and the attenuation suffered by the signal over each of the Nt ×Nr

individual propagation channels characterizing a MIMO system. A channel model is

usually specified by a particular probability distribution which captures the distortion
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introduced by the channel in a precise manner. The Rayleigh, Rician and Nakagami-m

probability distributions have been extensively employed in literature to model the per-

turbations induced by communication channels. The received symbol is often modeled

as a complex number with the real (in-phase) component describing the amplitude and

the imaginary (quadrature phase) component representing the phase shift. The chan-

nel coefficient component defined between a pair of transmit and receive antennas is

described by,

h = hr + jhi (2.4)

here h is individual channel coefficient, hr and hi are the real and imaginary components

of h.

A symbol propagating over a channel containing a large number of scattering and

reflecting objects in which a Line of Sight (LoS) component is not supported is usu-

ally modeled as perturbed by a Rayleigh distributed random variable. The Rayleigh

distribution describes the distortion induced by a multipath fading channel with Non-

Line of Sight (NLoS) components accurately. This Rayleigh fading model is one of the

most commonly adopted statistical model used to describe the effect of a propagation

environment on a radio signal.

In this thesis Rayleigh fading environment is mainly incorporated. The concept of

Rank as a distance metric and full rank codewords designed from transform domain

description of Cyclic codes are explored in this thesis. An overview of this rank as a

metric is provided in following section. This is followed by a description of the Galois

field transform domain description of Cyclic codes in section 2.3. In section 2.4 Cyclic

codes are synthesized by making use of the transform domain description and their rank

properties are analyzed. Section 2.5 gives a brief insight over the rank preserving maps

used to transform the Galois field elements of the code to the complex number field

which make up the transmitted codeword with symbols from the complex number field.

2.2 Introduction to Rank distance metric in coding theory

The most commonly used distance metric for any error control code is Hamming dis-

tance. But there are other metrics which are better suited to the real-time characteristics
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of channel conditions. One such example is the Rank metric. The concept of Rank dis-

tance and its application as a distance metric to design channel codes originated in the

work of Delsarte and Gabidulin [Delsarte (1978), Gabidulin (1985)]. Further, Gabidulin

discovered the techniques to synthesize linear codes with good Rank Distance proper-

ties. Roth in [Roth (1991)] discovered the class of maximum-rank array codes and

applied them to the correction of criss-cross errors found in semiconductor memories

and tape drives. Later, [M.Blaum and van Tilborg (1998)] have provided a description

of construction, decoding approaches and performance of array codes. In this section

we have described the concept of rank distance and its application as a distance metric.

Rank as metric: Let C be a code defined over GF(qm). The equivalent matrix of C

can be obtained by expanding each element of C (which is an element of GF(qm)) as an

m-tuple over GF(q). Then the Rank of a vector C ∈ GF(qm) is the rank of equivalent

matrix M, obtained by expanding each element of C .

Rank distance satisfies all the requirements of a metric as shown below. Let the

Rank of vector C over GF(q) be represented as RankqC . Let C1,C2,C3 ∈ GF(qm)

then,

• RankqC ≥ 0. The rank can be zero only for all zero vector.

• Rankq(C1,C1) = Rankq(C1−C1)=0.

• Triangle inequality : Rankq(C1,C2)≤ Rankq(C1,C3)+Rankq(C3,C2).

• Rankq(C1,C2) = Rankq(C1−C2) = Rankq(C2−C1) = Rankq(C2,C1)

Here RankqC is the Rank of C over GF(q). The matrix space is defined as the collec-

tion of all m×n matrices with elements ai, j drawn from the finite field GF(q), where m

is the order of the extension field and n is the length of the code. The code is a subspace

of this vector space constructed using a step by step well determined procedure. The

rank distance Rankq(X ,Y ) between two codewords X and Y of the code is defined as

the rank of difference matrix (X−Y ) over GF(q). The minimum value of Rankq(X ,Y )

evaluated over all codewords X,Y of the code is termed as the Rank distance of the code.

In many applications such as tape drives, storage devices and several wireless schemes,

data is stored in two dimensional arrays. If suitable codewords drawn from a rank metric
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code are used to store information in this schemes, then error detection and correction

can be enabled by using the rank distance metric.

In order to obtained codes with high error detection and correction property, the

codes must satisfy full rank property. One can obtain full rank codewords by using the

transform domain description of full rank Cyclic codes. Consider an n-length vector

c over the field GF(qm) which is considered as a vector space of dimension m over

GF(q). Therefore the vector c ∈ [GF(qm)]n can also be regarded as a m× n matrix

over GF(q) by expanding each element of C as an m-tuple along a basis of GF(qm)

over GF(q). The process of obtaining full rank Cyclic codes and its equivalent full rank

matrix is explained in the following section.

2.3 Transform domain description of Cyclic codes

Cyclic codes are one of the subclass of linear codes with additional property of cyclic

shift. The design of Cyclic codes have close relation to the structure of Galois fields

[Blahut (2003)]. This Galois field description of a Cyclic code is employed in encoding

and decoding applications.

The Galois Field Fourier Transform (GFFT) for Cyclic codes of length n over

GF(qm) is as follows [Moon (2005)].

• The GFFT Transform Pair: Let a = (a0,a1, . . . ,an−1) ∈ GF(qm), where q is

prime and gcd(q,n) = 1. Let τ be the smallest positive integer such that n|qmτ−1

and α ∈ GF(qmτ) be an element of order n. The Galois Field Fourier Transform

(GFFT) of a is given by A = (A0,A1, . . . ,An−1), where the element A j is defined

as given in equation (2.5).

A j =
n−1

∑
i=0

α
i jai j = 0,1, ...,n−1 (2.5)

The Inverse Galois Field Fourier Transform (IGFFT) of A is defined as given in

equation (2.6).

ai =
1

n modulo p

n−1

∑
j=0

α
−i jAi i = 0,1, ...,n−1 (2.6)
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Here, a and A are considered to be time domain and transform domain Fourier

Transform pair, p is the characteristic of the Galois field GF(q) and its extension

fields, α is defined as the nth root of unity [Moon (2005)].

• An n−length codeword derived in GF(qm) is systematically represented as m×

n matrix over GF(q). Consider a codeword A of length n over GF(qm), it is

expressed as a m×n matrix over GF(q) as given below:

a =



a0,0 a0,1 · · · a0,n−1

a1,0 a1,1 · · · a1,n−1

...
... · · · ...

am−1,0 am−1,1 · · · am−1,n−1


(2.7)

In this matrix, ai, j ∈ GF(q). The rank of this matrix is equivalent to the rank of

codeword a, where a = {a0,a1, . . . ,an−1} and the individual ai ∈ GF(qm).

Cyclotomic coset: The cyclotomic cosets modulo n with respect to GF(q) is a

partitioning of the integers into sets. Let In = 0,1,2, . . . . . . ..,n−1, for any j ∈ In and

for any divisor d of m the qd cyclotomic coset of jmod n is a set defined by

[ j]d = {i ∈ In| j = iqdt mod n f or some t ≥ 0} (2.8)

Cardinality of the above set is given by e(d)j . When (d = 1), we denote the q-cyclotomic

coset of j mod n by [j] and its cardinality by e j. The cardinality of a cyclotomic coset

is used for the design of full rank Cyclic codes. The structure of Cyclic codes have a

close correspondence to the structure of Galois field.

The GFFT of Cyclic codes defined in Equation 2.5 is a linear transform satisfying

the properties of conjugacy constraint and cyclic shift [Sripati (2004)]. These properties

are described below:

• Conjugacy Constraint Property [Sripati (2004)]: Let a and A are considered to be

time domain and transform domain Fourier Transform pair as defined in Equation

2.5. A ∈ GF(qmτ) is the GFFT of a ∈ GF(qm) if and only if
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A jqmmodulo n = Aqm

j ∀ j ∈ [0, n−1] (2.9)

This constraint restricts A j to the subfield GF(qτ j) of GF(qmτ) where τ j is the

length of [ j]m = { j, jqm, jq2m, · · · , j(qm(τ j−1))}. The specific value of A j uniquely

specifies the values of all transform components A j′ for j′ ∈ [ j]m.

• Cyclic Shift property [Sripati (2004)]: If A = GFFT (a), let b ∈ GF(qm), n-tuple

such that bi = ai−1 mod n ∀ i ∈ [0, n−1] and B = GFFT (b), then

B j = a jA j ∀ j ∈ [0, n−1] (2.10)

From property 2 for linear Cyclic codes, A j takes values from {0} or GF(qe(m)
j ).

Hence Cyclic code can be considered as a set of inverse GFFT vectors of all the

vectors of a subspace of GFFT (GF(q)) ∈GF(qm). Here, transform components

in [ j]m of every vector take on only the zero vector or all the values of GF(qe(m)
j )

and transform components in disjoint [ j1]
m and [ j2]

mtake values independently.

In other words, for a linear block code to be classified as a Cyclic codeword,

the codeword components in the time domain as well as the transform domain

must satisfy the cyclic shift property as indicated above. The elements which are

not in same cyclotomic coset are independent. In the following section the Rank

properties of Cyclic codes is discussed.

2.4 Rank Properties of Cyclic codes

In this section the Rank distance properties of Cyclic codes have been discussed[Sripati

and Rajan (2003), Sripati (2004)]. Full rank Cyclic codes can be designed by incorpo-

rating the following.

Lemma [Moon (2005)]: Let C be a Cyclic code of length n over GF(qm) with A0

being one of the free transform domain components. Then Rankq(C ) = 1.

It can be proved by the definition of transform domain, as A0 has no component

multiples by it, for any value of j in definition we get only single value in base field

i.e. A j, forcing the code to become an n repetition code. That has only one independent

component.
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Theorem 1 [Sripati and Rajan (2003)]: Consider C to be a Cyclic code of length

n, (n|qm− 1) over GF(qm), let A jqs = A[ j], (|[ j]|= e j, 0 ≤ s ≤ e j− 1) be a single free

transform domain component and all other transform components be constrained to

zero, then the Rankq(C ) = e j. Were, e j is order of the q-cyclotomic coset [ j].

When A jqs is the only free transform domain component and all other n−1 compo-

nents are constrained to zero, then the inverse Galois Field Fourier Transform (IGFFT)

of the components is given by definition as

ai =
1

n modulo p
α
−i jqs

A jqs (2.11)

We ignore 1/(n modulo p) scaling factor as it does not contribute to rank of the matrix.

This implies that, a= {A jqs(α0,α− jqs
, . . . ,α−(n−1) jqs

)}, which tend to have values only

from the conjugacy class of α jqs
. So the total Rankq(C) of the codeword is given same

as the order of q-cyclotomic coset [ j].

Theorem 2 [Sripati (2004)]: Let C be a Cyclic code of length n, (n|qm− 1) over

GF(qm) with a single free transform component A jqs,0≤ s≤ e j−1 and all other trans-

form components constrained to zero. For any non-zero codeword

a = (a0,a1, . . . ,ae j−1,ae j , . . . ,an−1) ∈ C the entries of (ae j ,ae j+1, . . . ,an−1) can be ex-

pressed as a linear combination of the entries (a0,a1, . . . ,ae j−1).

Proof: By definition, we know ai = α−i jqs
A jqs ,

a = (A jqs,α− jqs
A jqs, . . . ,α−e j−1 jqs

A jqs,αe j jqs
A jqs, . . . ,α−(n−1) jqs

A jqs)

where e j is the order of q-cyclotomic coset [ j]. For simplicity we assume A jqs = 1, so

we get

a = (1,α− jqs
,α−2 jqs

, . . . ,α−e j−1 jqs
,α−e j jqs

, . . . ,α−(n−1) jqs
).

Let X =(1,α− jqs
,α−2 jqs

, . . . ,α−e j−1 jqs
,α−e j jqs

, . . . ,α−(n−1) jqs
), as A jqs 6= 0 then Rankq(a)=

e j. To decude theorem 2, let X1 = (1,α− jqs
,α−2 jqs

, . . . ,α−e j−1 jqs
), and all elements

of X1 are independent and the rest element of X i.e. (α−e j jqs
,α−e j+1 jqs

, . . . ,α−(n−1) jqs
)

are dependent on X1.

Using the contradiction, assume that, all element of X1 are not independent. As they

are dependent, one can formulate that, there exist set of coefficients c0,c1,c2, . . . ,ce j−1 ∈

GF(q) such that c0 + c1α− jqs
+ c2α−2 jqs

, . . . ,ce j−1α−e j−1 jqs
= 0 given that, not all

ci = 0.
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This implies that the degree of the minimal polynomial of α− jqs
is ≤ e j−1. But,

this disagrees with the basic construction where the degree of minimal polynomial is

e j. This contradicts our assumption that, element of X1 are dependent. Hence, the first

e j components are independent in X and all other elements can be represented as linear

combination of first e j elements. Hence it’s proved that for any non-zero codeword a =

(a0,a1, . . . ,ae j−1,ae j , . . . ,an−1)∈C the entries of (ae j ,ae j+1, . . . ,an−1) can be expressed

as a linear combination of the entries (a0,a1, . . . ,ae j−1). In other words the Rankq(a) =

number of linearly independent components in {a0,a1, . . . ,ae j−1,ae j}.

Thus, all the non-zero codewords of this code C (which are m× n matices over

GF(q)) have rank equal to e j. The single free transform component is chosen from a

full size q-cyclotomic coset of size m.

We know that a n−length Cyclic codeword derived in GF(qm) can be systematically

represented as m× n matrix over GF(q) as shown in equation (2.7). Therefore from

theorem 1 and 2, it can be stated that first m columns are linearly independent and

the remaining (n−m) columns are linearly dependent on the first m columns. The

code can be punctured without a reduction in the rank by dropping the last (n−m)

columns of every codeword. Hence, we will henceforth work with the m×m full rank

codeword matrices of the punctured Cyclic code C . Let us illustrate the process of code

construction with a suitable example.

Let A j be the single free transform domain component drawn from a full size q-

cyclotomic coset of size m. Making use of the definition of the IGFFT, the time domain

vector can be represented as,

a = [A j,α
− jA j,α

−2 jA j, . . . ,α
−(n−1) jA j] (2.12)

Here, A j ∈GF(qm) and α is the nth root of unity. Each of the n coefficients of this vector

can be represented as a n tuple over the field GF(q). From Theorem 1, it follows that

by arranging these n-tuples as columns one can obtain an m× n full rank matrix over

GF(q). While by Theorem 2, it can be proved that elements A0,A1, · · · ,α(e j−1) jA j−1

are linearly independent.

Example 1: Consider the Cyclic code over GF(5) as the base field and m= 4,n|qm−

1, where n = 13. Let A1 be a free transform domain component and all other compo-
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nents are constrained to zero.

Here, e j = 4, so element A0 to A3 are independent and at the same time A4 to A12

can be expressed as linear combinations of A0 to A3. By shortening the m×n matrix to

m× e j we get a 4×4 matrix. It can be generalized as follows for all possible values of

A1.

C =



a0 3a0 +a1 +2a2 +2a3 2a0 +3a1 +2a2 +3a3 3a0 +4a1 +3a3

a1 a0 +4a1 +3a2 +4a3 2a0 a0 +2a1 +4a2 +4a3

a2 4a0 +4a1 +4a3 4a0 +a1 +a2 +4a3 3a1 +2a2 +a3

a3 2a0 +4a1 +4a2 a0 +4a1 +a2 +a3 3a0 +3a2 +2a3


Here a0,a1,a2,a3 are coefficient of α0,α1,α2,α3 where α is primitive element of

GF(54) and a0,a1,a2,a3 ∈ GF(5). As the free transform domain component selected

here is A1 with its cyclotomic coset given by [1] = {1,5,12,8}.

Similarly, consider q = 7 and m = 4. We consider the Cyclic code C construction

of length n = 5 over GF(74). We select A1 as the free transform component and con-

strain all other transform components to zero in order to satisfy the conditions required

to define a full rank Cyclic code (i.e a Cyclic code whose non-zero codewords are full

rank when viewed as m×n matrices over the base field GF(7)). It has been determined

that as 1 ∈ {1,2,4,3}, a cyclotomic coset of full size in GF(74), all the non zero code-

words of a Cyclic code with A1 as the free transform domain component with all other

transform components constrained to zero will possess rank equal to m = 4. Hence,

we allow A1 to take on values successively from {0,1, · · · ,α74−2} in the field GF(74)

and constrain all other transform components to zero. For a given value of A1, the cor-

responding codeword matrix can be obtained by computing the Inverse Galois Field

Fourier Transform. By making this computation successively for 74 values that can be

taken on by A1 from the field GF(74), we can compute the entire set of codewords of

the Cyclic code.

The full rank code with m×m matrices over GF(q) can be transformed into an

equivalent collection of full rank m×m matrices over the complex number field by the
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use of suitable rank-preserving maps. Two such maps, namely the Gaussian Integer

map and the Eisenstein Integer map are described in literature. The Gaussian Integer

map is applicable only for prime integers of the form 4K + 1, where K is an integer.

The Eisenstein map is applicable only for prime integers of the form 6K +1, where K

is an integer. For codewords over GF(2) one can obtain a map is obtained by mapping

the symbols {0,1} to a rank preserving map of {+1,−1} [Sripati (2004)]. Hence,

conventional signal constellations where the number of symbols is a power of 2 cannot

be employed in these schemes.

The following sub-section gives brief insight about the rank preserving mapping

scheme which can be employed while designing a system with full rank code vectors.

2.5 Rank Preserving Mapping techniques

Gaussian and Eisenstein mapping techniques are bijective, isometric and rank preserv-

ing. Lusina et.al, in [Lusina et al. (2003)] proposed the use of rank preserving maps for

finite fields, which could retain the full rank property from GF(q) to a complex signal

set in designing of STBCs. The mapping was carried by the use of Gaussian Integers

(q = 1 mod 4). A prime number q which is in the form of q = 4K+1, can be expressed

as q = u2− v2 for suitable u and v. These are known as Gaussian integers which are

represented by ω = u+ iv;u,v ∈ Z [Huber (1994b)]. This map is defined as follows:

Zi = i mod Π = i−
[

iΠ′

ΠΠ′

]
Π; i = 0,1, . . . ,q−1 (2.13)

Here, Π = (u+ iv) and Π′ = (u− iv), [·] stands for rounding of operation to the

nearest integer. The values of ω for q = 5,13,17 is tabulated in Table 2.1 .

Table 2.1 q,Π,u and v values

q Π u v

5 2+i -1 1+i

13 3+2i -2 1+2i

17 4+i -2 2+i

A similar interpretation for Eisenstein-Jacobi integers was given in [Huber (1994a)],
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where a rank preserving map for GF(q), (q is a prime) which can be expressed as

q = 1 mod 6 was given. The Eisenstein-Jacobi integer can be expressed as ω = α +ρβ ,

where ρ is a complex number given by ρ = (−1+ i
√

3)/2, the Eisenstein-Jacobi prime

is given by q = α2 +3β 2 [Puchinger et al. (2016)]. The mapping for Eisenstein map is

given as following:

ζ (i) = i mod Π , i−
[

iΠ∗

ΠΠ∗

]
Π f or i = 0,1,2, . . . ,q−1 (2.14)

Where Π = α +β +ρ2β and Π∗ = α +β +ρ22β . The values GF(q) represented

using the Gaussian and Eisenstein integer maps for certain values of q are listed in

Table 2.2

Table 2.2 q′,Π,α and β values

q′ Π α β

7 3+2ρ 2 1

13 3+4ρ 1 2

19 5+2ρ 4 1

This technique of constructing full rank Cyclic codes can be used to synthesize

binary as well as non-binary Cyclic codes [Sripati et al. (2004)]. We have used this

technique to synthesize full rank codes over GF(5),GF(7),GF(13) and GF(17). These

full rank codes further mapped using rank preserving maps have been used to derive

suitable NSTBC designs as described in following chapters. The rank preserving maps

incorporated for GF(5),GF(13),GF(17) is Gaussian integer map, and for GF(7) is

Eisenstein Integer map. The map and the constellation diagram of GF(5), GF(7),

GF(13) and GF(17) is provided in Appendix A.

The next chapter gives a brief description about the design of full rank Cyclic codes.

A novel scheme of Spatially Modulated Space Time Block Code (SM-NSTBC) is pro-

posed, which utilizes the codewords derived from full rank Cyclic codes over GF(q)

where q is a prime. These derived full rank codewords are then translated into equiva-

lent Space Time Block Codes by employing Gaussian Integer Map and Eisenstein Inte-

ger Map. These obtained non-binary codewords are then spatially modulated to select
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active antenna combination. The performance of proposed scheme is compared with

conventional SM, STBC-SM and SM-OSTBC schemes. An upper bound is derived

to validate Monte-Carlo simulations. The computation complexity is evaluated for the

proposed scheme. Later, a low complexity sphere decoding scheme is also provided. It

is observed that proposed SM-NSTBC outperforms other competing schemes.
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Chapter 3

Design and performance analysis of Spatially
Modulated Non-Orthogonal Space Time Block
Code

1 A new class of non-binary Spatially Modulated Non-orthogonal Space Time Block

Code designs (SM-NSTBCs) have been proposed. These designs employ full rank,

length n,(n|qm−1,m ≤ n) Cyclic codes defined over GF(qm). The underlying Cyclic

code constructions have the property that the codewords when viewed as m× n matri-

ces over GF(q) have rank equal to m (full rank). These codes are punctured to yield

m×m full rank matrices over GF(q). Rank preserving transformations have been em-

ployed to map the codewords of full rank codes over a finite field to full rank Space

Time Block Codes. The proposed scheme can be generalized to handle any number of

transmit antennas greater than two. Due to the characteristics of full rank Cyclic codes

employed, a coding gain of approximately 1.5 dB to 5 dB is obtained over conventional

STBC-SM and SM-OSTBC schemes. This is demonstrated for spectral efficiencies of

4,5,7 and 8 bpcu. Analytical as well as Monte-Carlo simulations show that the proposed

SM-NSTBC outperforms STBC-SM and its variants. An upper bound on the average

bit error rate has been derived and the computation complexity for ML detection has

been estimated.

1Godkhindi Shrutkirthi S., et al. “ Spatially Modulated Non Orthogonal Space Time Block Code:
Construction and design from Cyclic codes over Galois Field". Physical Communication, 35, 100735.,
2019
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3.1 Introduction

It has been shown that the most effective and constructive way of increasing the perfor-

mance of a wireless system is to use multiple antenna combinations at both transmitter

and receiver terminals [Telatar (1999)]. This type of arrangement when combined with

suitable signal processing techniques has the ability of being able to combat various

signal fading effects. The two major limitations in wireless communication systems

are power and the bandwidth. Multiple Input Multiple Output (MIMO) schemes have

been deployed to improve the system throughput and reliability. MIMO systems have

brought about significant improvements in the performance of wireless systems. These

improvements are obtained at the cost of enhancement in the complexity at the trans-

mitter and receiver. Thus, improvement in spectral efficiency, reliability of information

transfer and throughput eventually increases the system complexity and power con-

sumption (due to the use of more RF chains). Recently, there has been an active interest

in designing novel wireless architectures that can yield some or all of the desirable goals

with reduced complexity and power consumption [Mesleh et al. (2008)]. Developments

in MIMO technology such as Spatial Multiplexing (SMX) and Space Time Block Codes

(STBCs) have contributed to the improvement in spectral efficiencies and reliability of

information transfer.

Space Time Block Codes were first introduced in [Tarokh et al. (1998)], which

demonstrated the concept of Space-Time Codes for high data rate Wireless communi-

cations by employing the concept of transmit antenna diversity. The next generation

5G networks demand very high levels of reliability, high data rate and energy effi-

ciency. Keeping these objectives in mind, researchers have developed intelligent and

novel physical layer modulation techniques such as Spatial Modulation (SM) [Mesleh

et al. (2008)] and STBC-SM schemes [Basar et al. (2011)]. In SM systems, the spatial

domain is used as one of the information bearing dimensions to convey data bits. This

has the effect of improving the spectral efficiency. This arrangement offers the dual ben-

efits of reduction in energy consumption as well as decoding complexity by activating

only one RF chain throughout the process of transmission. The requirement for having

multiple RF chains is eliminated due to single antenna activation. However, it has to

24



be noted that single active antenna transmission will not improve the performance of

the system in terms of transmit diversity. Transmit diversity plays a major role in opti-

mizing the Bit Error Rate (BER) performance of a system evaluated over a deep fading

environment. Orthogonal codes designed as STBCs have been employed in conjunction

with SM systems to improve BER over uncorrelated Rayleigh fading channel. Such a

scheme has been designed by [Basar et al. (2011)] and known as Space Time Block

Coded Spatial Modulation (STBC-SM) system. This STBC-SM method represents

information in the form of a STBC matrix, which is transmitted from different com-

binations of transmit antennas of a MIMO system. STBC-SM was first implemented

with the Alamouti code. In this design, bits are divided into two parts, the information

bearing bits and the antenna selection bits. The information bearing bits are used to

set up two complex information symbols which are used to form Alamouti STBC, and

the antenna selection bits (antenna indices) are used to determine the particular antenna

which will radiate the information symbols for transmission.

Another transmit diversity scheme namely Space-Time Shift Keying (STSK) was

proposed by Sugiura et.al [Sugiura et al. (2010)] in 2010. A number of high rate STBC-

SM systems have been proposed in the recent past [Le et al. (2014), Wang and Chen

(2014), Wang et al. (2014)]. Lie Wang in [Wang et al. (2014)] has proposed a STBC-SM

with an embedded (n,k) Cyclic Error Correcting Code (ECC). This scheme provides a

high spectral efficiency as a result of the large number of codewords employed. An-

other approach was designed to enhance the spectral efficiency of SM systems. This

is designated as Space Time Block Coded Spatial Modulation with Cyclic structure

(STBC-CSM), given by Xaiofeng Li et.al in [Li and Wang (2014)]. Spatially Modu-

lated Orthogonal Space Time Block Codes (SM-OSTBC) which incorporated the con-

cept of spatial constellation selection was proposed in [Le et al. (2014), Wang and Chen

(2014)]. Helmy et.al. [Helmy et al. (2016)] had proposed STBC-TSM which utilizes

the temporal modulation to further improve the performance of STBC-SM. In STBC-

TSM, Cyclic spatially modulated rotated Alamouti STBCs are employed to obtain full

transmit diversity over four consecutive time slots. The concept of utilizing the active

antennas as layers was proposed in [Alkhawaldeh (2018)], which would ensure diversity
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and coding gain at each antenna selection due to the use of multi-layer coding scheme.

A comprehensive study of the above literature has inspired us to explore the use of

full rank codes. Full rank codes obtained from Cyclic codes are used in synthesizing de-

signs for Spatially Modulated Non Orthogonal Space Time Block Codes (SM-NSTBC).

We have derived n−length Cyclic codes over GF(qm) where m ≤ n, has rank m when

viewed as m×n matrices over GF(q) [Sripati and Rajan (2003), Sripati et al. (2004)].

Using Rank preserving transformations, these full rank m×n matrices over GF(q) are

transformed into equivalent full rank matrices over the complex number field. This

collection of all full rank matrices over the complex number field constitutes the SM-

NSTBC design. The full rank property of the codeword contributes to the improvement

in terms of bit error rate (BER) performance over SM, STBC-SM, SM-OSTBC, STBC-

TSM and L-SM schemes.

The major contributions of this chapter are enumerated as follows:

• A new SM-MIMO transmission system, called SM-NSTBC, has been designed

and presented. Following [Sripati et al. (2004)] we have constructed several full

rank NSTBCs from Non-binary Cyclic codes over GF(qm).

• The proposed transmission scheme make use of Gaussian and Eisenstein integers

as given by [Huber (1994b), Huber (1994a), Lusina et al. (2003)]. This mapping

has been utilized to preserve the rank (i.e. to transform full rank codewords con-

structed over a finite field to full rank codewords in the complex number field).

Further, unlike the standard STBC-SM system, the codewords are radiated using

different transmit antenna combinations from the column vectors of the derived

NSTBC matrix.

• A comprehensive framework for the SM-NSTBC is devised in the form of choos-

ing and adapting the same procedure for different active antenna combinations.

We have explored the use of Na = 2 and Na = 4 active antenna combinations.

• It is shown by computer simulations that the proposed SM-NSTBC scheme ex-

hibits significant performance improvements over STBC-SM and other conven-
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tional SMs described in the literature. A closed form expression for the union

bound on the bit error rate of the SM-NSTBC scheme is derived to support our

results. The derived upper bound is shown to become very tight with the increase

in signal-to-noise (SNR) ratio. Finally, the computational complexity for the pro-

posed SM-NSTBC scheme has been estimated.

The rest of the chapter is organized as follows. Section 3.2, describes the design

and characterization of SM-NSTBC. In Section 3.3, we discuss the SM-NSTBC system

model. Analytical performance is derived in Section 3.4. Section 3.5, gives the com-

plexity analysis followed by simulation results in Section 3.6. Section 3.7 concludes

the chapter with an emphasis on designing of new SM-NSTBC constructions.

Notation: In this chapter, vectors are represented by bold lowercase and matrices

by bold uppercase letters, XT represents the transpose of matrix X, XH represents the

matrix Hermitian of X, ‖X‖2
F denotes the Frobenius norm of the matrix.E{·} is the

expectation of a matrix. GF(q) represents the Galois Field of size q and GF(qm) is mth

Galois Field extension of GF(q). Other notations and abbreviations are given below in

Table 3.1.

Table 3.1 Abbreviations and Notations

STBC Space Time Block Code

SM Spatial Modulation

STBC-SM Space Time Block Coded Spatial Modulation

SM-OSTBC Spatially Modulated Orthogonal STBC

STBC-TSM Space Time Block Codes with temporal Modulation

GF Galois Field

GFFT Galois Field Fourier Transform

IGFFT Inverse Galois Field Fourier Transform

ML Maximum Likelihood

SD Sphere Decoding

ABER Average Bit Error Rate

PEP Pairwise Error Probability

LSM Layered Spatial Modulation

CSI Channel State Information

Nt Number of transmit antennas

Nr Number of receive antennas

Na Number of active transmit antennas

C Cyclic code

Z (i) Gaussian Map

ζ (i) Eisenstein Map

Mm×m Full rank codeword matrix

XSM Spatially modulated codeword matrix

ns Number of time slots

η Spectral Efficiency

Y Received matrix

H Channel Matrix
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3.2 Characterization of Cyclic codes derived from transform do-
main

The preliminary information required to understand the design of codewords of the

proposed SM-NSTBC scheme is provided in this chapter 2. The codewords used for

NSTBC scheme design are derived from full rank Cyclic codes by employing a Rank

preserving map. Full rank Cyclic codes over GF(q) are obtained by making use of the

Galois Field Fourier Transform (GFFT) description. This technique of constructing full

rank Cyclic codes can be used to synthesize binary as well as non-binary Cyclic codes

[Sripati et al. (2004)]. We have used this technique to synthesize full rank codes over

GF(5),GF(7),GF(13) and GF(17). The codewords are derived from GF(qm),m = 4.

These full rank codes have been used to derive suitable SM-NSTBC designs.

The full rank code with 4× 4 matrices over GF(q),q = {5,7,13,17} are trans-

formed into an equivalent collection of full rank codewords matrices over the complex

number field by the using the rank-preserving maps, namely the Gaussian Integer map

and the Eisenstein Integer map as described in literature. The Gaussian Integer map

is applicable only for prime integers of the form 4K + 1, where K is an integer. The

Eisenstein map is applicable only for prime integers of the form 6K +1, where K is an

integer.

Employing these two dimensional complex map of Gaussian mapping (for GF(5),

GF(13), GF(17)) or Eisenstein map (for GF(7)) [Goutham Simha et al. (2017)] the full

rank Cyclic codewords are constructed for the proposed SM-NSTBC. We now describe

the system model of the proposed SM-NSTBC scheme.

Note: In general SM systems, the symbol zero indicates that antenna is inactive

for given time slot. This creates an ambiguity with the conventional symbol zero of

the codeword. To avoid this confusion of zero in codeword and zero which represents

the inactive state of antenna, the convention is that zero symbol of the codeword is

mapped to a equivalent non-zero prime number from Gaussian integers or Eisenstein

integers. For the proposed scheme the symbol zero is represented by Z2+i,Z3+2i,Z4+i

for Gaussian map over GF(5),GF(13) and GF(17), ζ3+2ρ for Eisenstein map over

GF(7).
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3.3 SM-NSTBC System Model

Figure 3.1 Block diagram of the proposed SM-NSTBC scheme

Figure 3.1, shows the block diagram of the proposed SM-NSTBC scheme. In the

transmitter section, the information bits are encoded by a full rank n-length Cyclic

code C over GF(qm) which yields full rank m×m codeword matrices after puncturing.

Since, we assume that the incoming bit stream is binary, the number of bits that can be

associated with a codeword is a power of 2. However, the number of codewords is a

prime power qm which is not necessarily a power of 2. Hence, we map blog2 (q
m)c bits

to a single codeword of C over GF(q).

In the following discussion, we have derived two SM-NSTBC schemes which differ

in the number of active antennas in use over a given time slot. The number of active

transmit antennas (Na) = 2,4 for case 1 and case 2 respectively. We have employed

Cyclic codes over GF(54),GF(74),GF(134) and GF(174). Thus the codewords of all

the codes are 4×n matrices over different values of n,n|qm−1. The various values of

q,m and n employed in our constructions is specified in the Table 3.2.

Case 1: Two active antenna combination

The number of active antennas are 2 for a given time slot, so the minimum number

of transmit antennas required is 3 or more. The elements of the codeword matrix are

radiated column by column. The 4× 4 matrix is viewed as a set of four 4× 1 vectors.
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Table 3.2 Values of q,m,n

q m n|qm−1

5 4 13|54−1

7 4 5|74−1

13 4 5|134−1

17 4 5|174−1

Each column is then divided into two parts, upper two symbols are used for antenna

selection. These two symbols are responsible for selecting the two antennas which

radiate during this time slot. The third and the fourth symbols of the column are now

radiated using the selected antennas. These lower two symbols are transmitted after

modulation using Gaussian or Eisenstein mapping from the activated transmit antennas.

This process is then repeated for the remaining columns. Thus, blog2 (q
m)c bits (m = 4)

of information are transmitted by the use of one codeword over 4 time slots.

Here, every column of the codeword matrix selects the pair of active transmit an-

tenna individually. Thus, each column of the codeword may be transmitted through a

different set of active transmit antennas. One example of a possible transmitted code-

word with Nt = 4 is illustrated in Equation (3.1). Here ℑ{i} represents the Gaussian

(Z (i)) or Eisenstein (ζ (i)) map

0 0 ℑ{a2,2} ℑ{a2,3}

ℑ{a2,0} ℑ{a2,1} 0 0

ℑ{a3,0} 0 ℑ{a3,2} 0

0 ℑ{a3,1} 0 ℑ{a3,3}



(3.1)

The 0s in each column of the matrix denote inactive antennas. Let us examine the first

column of Equation (3.1). The first and the last entries are 0. This implies that anten-

nas 1 and 4 are inactive during this time slot. The antenna selection bits have chosen
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antennas 2 and 3 as the active antennas and the information symbols a2,0 and a3.0 are

conveyed through these antennas after suitable Gaussian or Eisenstein mapping. The

total number of ways in which two active antennas can be selected from Nt transmit

antennas is
(Nt

2

)
, while two symbols from GF(q) can address as many as q2 different

combinations. For small values of Nt , this can represent a many to one mapping. To

avoid ambiguity in antenna selection, we have constructed a look up table which maps

all possible q2 values to appropriate antenna pairs. Since, the number of transmit anten-

nas is fixed, and the values of q2 are relatively large, many two tuples of symbols from

GF(q) point to the same active transmit antenna pair. However, it must be kept in mind

that at most
⌊

q2/
(Nt

2

)⌋
+1 symbols are pointing to a given antenna pair. After an entire

SM-NSTBC codeword is received, we employ ML decoding to identify the transmitted

symbols as well as the antenna selection symbols.

The algorithm given below describes the encoding procedure for SM-NSTBC with

Na = 2. Here, Mm×m are full rank m×m codeword matrices derived from Cyclic codes,

Algorithm 1 SM-NSTBC encoding algorithm for Na = 2
1: Start
2: Consider 2blog2 (q

m)c bits
3: Step 1:Segregation into Mm×m full rank matrices
4: Step 2: Obtain
5: Mm×m→ [M1]m/2×m antenna selection symbols + [M2]m/2×m information sym-

bols
6: Step 3:for count=1:number of time slots for full codeword transmission
7: Step 4: Antenna selection
8: [M1]m/2×m→ C1[a(1)a(2) · · ·a(2m)]
9: Step 5: Mapping of Information symbols

10: C2[i(1)i(2) · · · i(2m)]
11: Define map ϕ : [M2]m/2×m→ ℑ(C2)∗ e jθ

12: Obtain suitable rank preserving map X = ϕ(C2)
13: end
14: Step 6: Obtain XSM

C1 represents the antenna selection, and C2 represent information symbol mapping.

The total number of transmit antenna considered here are Nt = 4 and Nt = 6.We have

incorporated constellation rotation by θ in order to have two distinct constellations. The

value of θ is selected to have maximum Euclidean distance between the two constella-
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Table 3.3 Constellation points and rotation angle

Constellation points Rotation angle θ

GF(5) 45

GF(7) 30

GF(13) 28

GF(17) 18

tion points. Example 1, gives a brief description of SM-NSTBC case 1 implementation.

Example 1: Consider Nt = 4,Na = 2 and Nr = 4. The possible antenna pair com-

binations are
(Nt

2

)
in number. Let the codeword matrix over GF(q) be represented as,



x0,0 x0,1 x0,2 x0,3

x1,0 x1,1 x1,2 x1,3

x2,0 x2,1 x2,2 x2,3

x3,0 x3,1 x3,2 x3,3



(3.2)

A brief description of the encoding procedure is presented. Consider the first col-

umn, [x0,0 x1,0 x2,0 x3,0]
T . The first two symbols, x0,0 and x1,0 are used to select the

transmit antenna pair and the remaining two symbols, x2,0 and x3,0 are mapped into

suitable complex symbols by using the Gaussian or Eisenstein map. These symbols are

then radiated by using the active antenna pair selected for that time slot. This process

is repeated for the remaining three time slots as well. For a SM-NSTBC scheme with

Na = 2, the possible antenna pair combinations are
(Nt

2

)
. While the possible combina-

tions produced to by the two rows of codeword matrix is q2, where q = 5,7,13,17. So

we have a situation of many to one mapping. This leads to an increase in the prob-

ability of error unless suitable steps are taken to mitigate the possibility of symbol
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Figure 3.2 ABER performance for varying rotation angle for SNR value of 10 dB

being detected incorrectly. In order to improve the ABER performance we have intro-

duced rotation angle. This has been achieved by rotating the original constellation by

θ ∈ [0,π/2]. Points from both the original and rotated constellations are judiciously

employed according to the selection scheme to obtain optimum performance.

The angle of rotation is e jθ , the value of θ is 0 when original constellation points are

selected. For the rotated case (constellation points) θ is chosen in order to have max-

imum Euclidean distance between the neighboring points of the constellation. Figure

3.2, gives the value of ABER for varying rotation angles for GF(q) (q = 5,7,13,17).

It is observed that the rotation angle decreases with increase in the number of points in

the signal constellation. The obtained optimized rotation angles for each constellation

point for different values of GF(q) are listed in Table 3.3.

Example 2: Consider GF(13), here for Nt = 4,Na = 2 and Nr = 4 the possible

antenna pair combinations are
(4

2

)
= 6. While the possible combinations produced to

by the two rows of codeword matrix is 132 i.e. 169. Let (Z ){xi} represent the Gaussian

integer map of xi defined as Z3+2i for GF(13) . And e jθ be then angle of rotation. The

antenna selection bits and the codeword transmission bits are tabulated in Table 3.4.
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Table 3.4 Antenna Selection and Transmission bits

x0,x1 Antenna Pair Selected Constellation Points

{x0 = 0;x1 = 0,1, ...12}

{x0 = 1;x1 = 0} 1,2 [(Z ){x2},(Z ){x3}]

{x0 = 1;x1 = 1,2, ...12}

{x0 = 2;x1 = 0,1} 1,2 [(Z ){x2},(Z ){x3}]∗ e jθ

{x0 = 2;x1 = 2,3, ...12}

{x0 = 3;x1 = 0,1,2} 1,3 [(Z ){x2},(Z ){x3}]

{x0 = 3;x1 = 3,4, ...12}

{x0 = 4;x1 = 0,1, ..3} 1,3 [(Z ){x2},(Z ){x3}]∗ e jθ

{x0 = 4;x1 = 4,5, ...12}

{x0 = 5;x1 = 0,1..,4} 1,4 [(Z ){x2},(Z ){x3}]

{x0 = 5;x1 = 5,6, ...12}

{x0 = 6;x1 = 0,1..,5} 1,4 [(Z ){x2},(Z ){x3}]∗ e jθ

{x0 = 6;x1 = 6,7, ...12}

{x0 = 7;x1 = 0,1..,6} 2,3 [(Z ){x2},(Z ){x3}]

{x0 = 7;x1 = 7,8, ...12}

{x0 = 8;x1 = 0,1..,7} 2,3 [(Z ){x2},(Z ){x3}]∗ e jθ

{x0 = 8;x1 = 8,9, ...12}

{x0 = 9;x1 = 0,1..,8} 2,4 [(Z ){x2},(Z ){x3}]

{x0 = 9;x1 = 9,10,11,12}

{x0 = 10;x1 = 0,1..,9} 2,4 [(Z ){x2},(Z ){x3}]∗ e jθ

{x0 = 10;x1 = 10,11,12}

{x0 = 11;x1 = 0,1..,10} 3,4 [(Z ){x2},(Z ){x3}]

{x0 = 11;x1 = 11,12}

{x0 = 12;x1 = 0,1..,12} 3,4 [(Z ){x2},(Z ){x3}]∗ e jθ

Case 2: Four active antenna combination

In case 2, we have turned our attention to systems possessing a large number transmit

antennas in which four antennas (out of Nt) are active over any given time slot. We have

designed SM-NSTBC schemes for six and eight transmit antennas. We employ the same

codeword structure as given in Section 3.2. Here, a total of four transmit antennas are

activated over every time slot. This essentially lead to transmission of four symbols in

a single time slot. The codeword matrix is divided into set of two sub-matrices instead

of four (as considered in case 1). Here a total of eight bits are transmitted in a single
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time slot, where four bits are conveyed by antenna selection (as transmit antenna index)

while other four bits are transmitted in the form of information bits. This is given in

Equation (3.3).

The 4× 4 full rank codeword matrix is interpreted as two sub-matrices, which is

transmitted in each time slot. The total number of distinct antenna combinations is
(Nt

4

)
,

while four tuples of symbols over GF(q) can address as many as q4 different antenna

combinations. In the first time slot the symbols [x0,0 x1,0 x0,1 x1,1 x2,0 x3,0 x2,1 x3,1]
T are

employed with first four symbols [x0,0 x1,0 x0,1 x1,1] being used for antenna selection

and the remaining four symbols [x2,0 x3,0 x2,1 x3,1] being radiated through the selected

antennas. [x0,0 x0,1 x0,2 x0,3x1,0 x1,1 x1,2 x1,3x2,0 x2,1 x2,2 x2,3x3,0 x3,1 x3,2 x3,3

]
→


x0,0 x0,2x1,0 x1,2x0,1 x0,3x1,1 x1,3x2,0 x2,2x3,0 x3,2x2,1 x2,3x3,1 x3,3

 (3.3)

The transmission process employed in Case 2 is summarized by the algorithm 2.

Algorithm 2 SM-NSTBC encoding algorithm for Na = 4
1: Start
2: Consider 2blog2 (q

m)c bits
3: Step 1:Segregation into Mm×m
4: Step 2:Obtain modified matrix:
5: Mm×m→ [M]2m×m/2
6: Step 3:Obtain Full rank matrix
7: [M1]2m×m/2→ [M1]m×m/2 antenna selection symbols + [M2]m×m/2 information

symbols
8: Step 4:for count=1:number of time slots for full codeword transmission
9: Step 5:Antenna selection

10: [M1]m×m/2→ C1[a(1)a(2) · · ·a(2m)]
11: Step 6:Mapping Information symbols
12: [M2]m×m/2→ C2[i(1)i(2) · · · i(2m)]

13: Obtain suitable rank preserving map X = ϕ(C2)
14: end
15: Step 7: Obtain XSM

3.3.1 Spectral Efficiency

The spectral efficiency is the maximum number of bits of data that can be transmitted for
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a single time slot over the communication channel. The spectral efficiency calculation

of proposed SM-NSTBC is evaluated as given below

1. The information bits are first encoded to respective codewords. The total number

of codewords obtained from full rank n-length Cyclic code over GF(qm) is qm.

2. The total number of binary information bits that can be assigned uniquely to qm

value is given by blog2 (q
m)c

3. The total time slots required to transmit the whole codeword is denoted by ns, in

proposed SM-NSTBC scheme ns = 4 for two active antenna and ns = 2 for four

active antenna system.

4. So the spectral efficiency (η) of proposed SM-NSTBC system is given by

η =
blog2 (q

m)c
ns

(3.4)

here, the value of ns = 2m/Na , which corresponds to the time slots required to

transmit the SM-NSTBC codeword, Na represents the number of active antennas,

q is a prime (q = 5,7,13,17), m is the order of the extension field (m = 4).

The total of 2blog2 (q
m)c unique full rank codeword matrix are employed. It has to

be noted that many to one mapping exists only for antenna selection, but the for any

similar antenna combination activated, the radiated symbol are always different, in-turn

achieving a unique one to one mapping of information bits to codeword matrix.

3.3.2 ML Decoding for SM-NSTBC

In this section, discussion about the Maximum likelihood (ML) detection strategy em-

ployed is outlined. Let the total number of time slots required to transmit a full code-

word matrix be specified as ns. At the receiver the information bits are buffered till the

full codeword is obtained. The received Nr×ns array is given by,

Y = HXSM +n (3.5)
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Here, Y represents the received array, XSM is the transmitted codeword matrix, H is the

channel matrix and n is a realization of circularly symmetric complex independent and

identically distributed Gaussian variable C N (0,1).

Once the full codeword is obtained, the active antenna index is extracted and the

ML decoding of the received array is performed. This is given by

X̂SM = argmin
∥∥Y−HX̃SM

∥∥2
F (3.6)

Here, X̂SM is the estimated codeword.

Algorithm 3 Decoding Algorithm
1: Start
2: Input: Y
3: Output: M̂
4: Step1: Obtain the count of Slot
5: Step 2:For count=1:length of slot
6: Step 3: Obtain the receiver array
7: Step 4:Compute X̂SM = argmin

∥∥Y−HX̃SM
∥∥2

F ∀X̃SM ∈ C
8: Step 5: Obtain X̂SM

To enhance the overall performance of the proposed SM-NSTBC system, we have

employed low complexity decoding technique (based on sphere decoding principle) as

described in the following subsection.

3.3.3 Low complexity decoding scheme for SM-NSTBC

The ML decoding for a SM-NSTBC communication system is defined as follows,

Y = HXSM +n (3.7)

Here, Y represents the received array, XSM is the transmitted codeword matrix, H is the

channel matrix and n is a realization of circularly symmetric complex independent and

identically distributed Gaussian variable C N (0,1).

Once the full codeword is obtained, the active antenna index is extracted and the ML

decoding of the received array is performed. This procedure is summarized by Equation

(3.8).

X̂SM = argmin‖Y−HXSM‖2
F (3.8)

Here, X̂SM is the estimated codeword. The Maximum Likelihood (ML) decoding gives
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an optimal solution but involves very high computational complexity. It becomes very

important to design an efficient decoding algorithm to reduce this complexity.

The concept of Sphere Decoding (SD) is commonly employed to avoid an exhaus-

tive search by considering only those points which lie inside a sphere with a predefined

radius R. The generalized Sphere decoding algorithm as given in [Viterbo and Boutros

(1999)], is defined for a system with all antennas active. In SM-NSTBC scheme, as

spatial modulation is adopted it becomes important to consider the active antenna com-

binations. As given in the Sphere decoding scheme, the search space is reduced by

comparing the Euclidean distances for only those points that are present inside radius R

and are centered around the received signal. In this scheme we first identify the active

antenna combination. In the second step, the sphere decoding algorithm is applied for

decoding the NSTBC codeword. Consider the real-valued equivalent of the complex-

valued model of SM-NSTBC system as given below. Let Re{·} and Im{·} be the real

and imaginary parts respectively.

Y = HeXSMe +n (3.9)

here He is the equivalent channel matrix and XSMe is the column matrix of symbols.

The obtained complex valued model of SM-NSTBC as given below.

Y = [Re{Y T}, Im{Y T}]T (3.10)

He =


Re{He} Im{He}

−Im{He} Re{He}

 (3.11)

XSMe =


Re{XT

SMe}, Im{XT
SMe}

T

(3.12)

n =


Re{nT}, Im{nT}

T

(3.13)

Let us consider a SM-NSTBC system with four transmit and four receive antennas and

two active transmit antennas. In SM-NSTBC scheme designed here, we work with

4×4 codeword matrices. Employing the (13,1) Cyclic code for GF(5), the codeword
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matrices can be specified as,

X =



a0 3a0 +a1 +2a2 +2a3 2a0 +3a1 +2a2 +3a3 3a0 +4a1 +4a3

a1 a0 +4a1 +3a2 +4a3 2a0 a0 +2a1 +4a2 +4a3

a2 4a0 +4a1 +4a3 4a0 +a1 +a2 +4a3 3a1 +2a2 +a3

a3 2a0 +4a1 +4a2 a0 +4a1 +a2 +a3 3a0 +3a2 +2a3


(3.14)

The upper two rows are used for antenna selection and the lower two rows are

conventionally radiated as given in algorithm 1 and 2.

First we determine the active antenna combination for each time slot, and later the

sphere decoding algorithm is applied. Let the Heq(l,i) represent the channel coefficient

for lth time slot and ith active antenna index. So we determine the channel coeffi-

cients for values i = 1,2. Now, Heq(l,i) is non zero only for Heq(l,1) and Heq(l,2) where

l = 1,2,3,4. Heq = 0 for all other values of i. For instance, if second and third antennas

are selected to be active for time slot l = 1, then the channel column elements are spec-

ified by [0 Heq(1,1) Heq(1,2) 0]T . This procedure is followed for all the columns. Once

the active antenna indices are obtained, then sphere decoding is applied to determine

estimates of the radiated symbols.

Y = HeXSMe +n (3.15)

Here He is the equivalent channel matrix. The values of Heq are obtained by evalu-

ating HXSM. Now the radiated symbols are:
a2 4a0 +4a1 +4a3 4a0 +a1 +a2 +4a3 3a1 +2a2 +a3

a3 2a0 +4a1 +4a2 a0 +4a1 +a2 +a3 3a0 +3a2 +2a3

 (3.16)

Processing this codeword through the rank preserving map yields,[
Z (a2) −Z (a0)−Z (a1)−Z (a3) −Z (a0)+Z (a1)+Z (a2)−Z (a3) − jZ (a1)+ jZ (a2)+Z (a3)
Z (a3) jZ (a0)−Z (a1)+−Z (a2) Z (a0)−Z (a1)+Z (a2)+Z (a3) − jZ (a0)+− jZ (a2)+ jZ (a3)

]
(3.17)

An initial estimate of a0 and a1 is obtained by antenna selection, for further evaluation,
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we now compute for a2 and a3.

0 0 Heq(1,1) Heq(1,2)
−(Heq(1,1))+ j(Heq(1,2)) −(Heq(1,1))− (Heq(1,2)) −(Heq(1,2)) −(Heq(1,1))
−(Heq(1,1))+(Heq(1,2)) (Heq(1,1))− (Heq(1,2)) (Heq(1,1))+(Heq(1,2)) −(Heq(1,1))+(Heq(1,2))

− j(Heq(1,2)) − j(Heq(1,1)) j(Heq(1,1))− j(Heq(1,2)) (Heq(1,1))+ j(Heq(1,2))
0 0 Heq(2,1) Heq(2,2)

−(Heq(2,1))+ j(Heq(2,2)) −(Heq(2,1))− (Heq(2,2)) −(Heq(2,2)) −(Heq(2,1))
−(Heq(2,1))+(Heq(2,2)) (Heq(2,1))− (Heq(2,2)) (Heq(2,1))+(Heq(2,2)) −(Heq(2,1))+(Heq(2,2))

− j(Heq(2,2)) − j(Heq(2,1)) j(Heq(2,1))− j(Heq(2,2)) (Heq(2,1))+ j(Heq(2,2))
0 0 Heq(3,1) Heq(3,2)

−(Heq(3,1))+ j(Heq(3,2)) −(Heq(3,1))− (Heq(3,2)) −(Heq(3,2)) −(Heq(3,1))
−(Heq(3,1))+(Heq(3,2)) (Heq(3,1))− (Heq(3,2)) (Heq(3,1))+(Heq(3,2)) −(Heq(3,1))+(Heq(3,2))

− j(Heq(3,2)) − j(Heq(3,1)) j(Heq(3,1))− j(Heq(3,2)) (Heq(3,1))+ j(Heq(3,2))
0 0 Heq(4,1) Heq(4,2)

−(H(eq4,1))+ j(Heq(4,2)) −(Heq(4,1))− (Heq(4,2)) −(Heq(4,2)) −(Heq(4,1))
−(Heq(4,1))+(Heq(4,2)) (Heq(4,1))− (Heq(4,2)) (Heq(4,1))+(Heq(4,2)) −(Heq(4,1))+(Heq(4,2))

− j(Heq(4,2)) − j(Heq(4,1)) j(Heq(4,1))− j(Heq(4,2)) (Heq(4,1))+ j(Heq(4,2))


(3.18)

The matrix shown above gives the Heq(l=1,i), similarly for l = 2,3,4 is obtained and

full matrix of He is calculated. Considering the real value equivalent of complex valued

model we obtain matrix M given by

M =


Re{He} Im{He}

−Im{He} Re{He}

 (3.19)

Obtaining its Gram matrix we get GM = MM∗. Let Cholesky factorisation of GM be

defined as GM = RT R. Let [Z (a0) Z (a1) Z (a2) Z (a3)] = [a0+ jb0 : a1+ jb1 : a2+

jb2 : a3 + jb3]

[Re{Y T}, Im{Y T}]T = [a0 a1 a2 a3 : b0 b1 b2 b3]M+n (3.20)

Let ρ = [Re{Y T}, Im{Y T}]T M−1, ρ is the unconstrained solution and z = n−1 Solving

this for equation for 4-tuple of real numbers we obtain for radius value of Ri.

ρ4−
√

Ri/r44 ≤ u4 ≤ ρ4 +
√

Ri/r44 (3.21)

for next iteration

ρ3 +q34−
√

Ri/r44 ≤ u4 ≤ ρ3 +ρ4 +q34
√

Ri/r44 (3.22)

Once all the elements are obtained we re-evaluate for the new adjusted radius, and

all steps are performed again until there is only one codeword in sphere with the modi-

fied radius. The performance comparison of sphere decoding over ML decoding scheme

is presented in Figure 3.7.
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3.4 Analytical Performance of the proposed Scheme

In this section, we give a detailed description about the error performance of the pro-

posed SM-NSTBC system. An analytical upper bound on the Average Bit Error Rate

(ABER) has been derived to verify the correctness of Monte Carlo simulations per-

formed. A theoretical upper bound on ABER is given by [Proakis (1995), Simon and

Alouini (2005), Basar et al. (2012), Goutham Simha (2018)].

ABERSM−NST BC ≤
1

2blog2 qmc

2blog2 qmc

∑
i=1

2blog2 qmc

∑
j=1

N(XSM− X̂SM)

2η
(P(XSM→ X̂SM)) (3.23)

Here, η is the spectral efficiency of the SM-NSTBC scheme, N(XSM − X̂SM) is the

number of non-zero elements of the difference matrix of XSM − X̂SM, and P(XSM →

X̂SM) is given below

P(XSM→ X̂SM) = Pr
(
‖Y−HXSM‖2

F >
∥∥Y−HX̂SM

∥∥2
F |H

)
(3.24)

here, for a given channel H, (P(XSM → X̂SM)) is the pairwise error probability (PEP)

of detecting X̂SM, when XSM is transmitted. The pairwise error probability is evaluated

using [Simon and Alouini (2005),Basar et al. (2012),Goutham Simha (2018)]:

P(XSM→ X̂SM) = Q
(√

ρ

2

∥∥H(XSM− X̂SM)
∥∥) (3.25)

Here Q(x) = 1√
2π

∫
∞

x exp(−y2/2)dy. The unconditional PEP is obtained by the use

of moment generating function [Simon and Alouini (2005)].

P(XSM→ X̂SM) =
1
π

∫ π

2

0

L

∏
l=1

 1

1+
ρλi, jl
4sin2θ

Nr

dθ (3.26)

here, L = 4 and λi, jl are the Eigen values of the distance matrix

(XSM− X̂SM)
H
(XSM−X̂SM). Further PEP can be calculated as given in Equation (3.27)

P(XSM→ X̂SM) =

1
π

∫ π

2

0

 1

1+
ρλ i, j1
4sin2

θ

Nr
 1

1+
ρλ i, j2
4sin2

θ

Nr
 1

1+
ρλ i, j3
4sin2

θ

Nr
 1

1+
ρλ i, j4
4sin2

θ

Nr

dθ (3.27)

Let cl =
ρλi, jl

4 . The closed form solution of Equation (3.27) can be obtained from

[Simon and Alouini (2005)], and is simplified as shown in Equation (3.28).
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P(XSM→ X̂SM)≤ 1
2

L

∏
l=1

1

(1+ cl)
Nr

(3.28)

Substituting Equation (3.28) in Equation (3.23), the analytical upper bound on the Av-

erage Bit Error Rate (ABER) is calculated as given in Equation (3.29).

ABERSM−NST BC ≤
1

2blog2 qmc

2blog2 qmc

∑
i=1

2blog2 qmc

∑
j=1

N(XSM− X̂SM)

4η

L

∏
l=1

1

(1+ cl)
Nr

(3.29)

3.5 Complexity Analysis for the proposed SM-NSTBC

The computation complexity is given in terms of total complex multiplications and

additions. Here, a computation is considered to be a real multiplication, real addition or

real division.

All calculation are evaluated with following considerations.

• Consider matrix M1∈CM×N , and M2∈CN×L, then the matrix multiplication re-

quires MNL number of complex multiplications and ML(N−1) number of com-

plex additions.

• To calculate ‖M1‖2
F requires MN number of complex multiplications and (MN−

1) number of complex additions.

Considering the above mentioned matrix multiplications and matrix addition, we

now evaluate the computation complexity of ML decoding for the proposed SM-NSTBC

system. For a single codeword matrix to be detected the number of complex mul-

tiplication required can be calculated by evaluating the total number of computation

required to approximate (Y−HX̂SM)H(Y−H X̂SM). Here, H is a complex channel

matrix, X̂SM is a transmitted matrix and Y is a complex receive matrix. The number of

time slot required to transmit a full codeword matrix is given as ns.

1. The total number of possible combination of activating Na antennas out of Nt

transmit antennas is
(Nt

Na

)
.

2. For an antenna selection decoding the total number of iterations (computations)

required to identify active antenna combination is
(Nt

Na

)2m
Na

.
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3. The total number of complex multiplication required for estimating HX̃ is given

by (NrNtns).

4. For estimating the Frobenius norm, the total number of complex multiplications

required are (Nrns).

So the total number of complex multiplications required for ML decoder is evaluated

as follows:

2blog2 qmc
((

Nt

Na

)
ns +(NrNtns)+(Nrns)

)
(3.30)

The total number of complex additions required are

2blog2 qmc ((Nrns(Nt +1))+(Nrns−1)) (3.31)

Example: Consider the proposed SM-NSTBC system with Nt = 4, Nr = 4, Na = 2,

with codewords derived over GF(5).

Here, q = 5, m = 4 is incorporated. The total number of active antenna combination

possible is
(4

2

)
= 6. Total time slots required to transmit the whole codeword matrix is

ns =
2m
Na

= 4. So by incorporating equation 3.30, we get the number of complex mul-

tiplications required to decode a single codeword is 5916.4 (computations/bit). Simi-

larly, we the computations required for codeword matrix derived from GF(7), GF(13),

GF(17), is 19363 (computations/bit), 121710 (computations/bit), 425984 (computa-

tions/bit). Similarly the decoding complexity for each system is evaluated. For purpose

of easy representation the values are normalized by base of log10 and presented in Fig-

ure 3.3.

Figure 3.3, shows the computational complexity of the proposed schemes which

employ ML detection for two and four active antenna combinations. The computa-

tional complexity increases if the number of possible antenna combination increases or

as the size of the constellation increases. Figure 3.4 gives the comparison of computa-

tional complexity of the proposed SM-NSTBC scheme, with other competing schemes

namely SM-OSTBC [Le et al. (2014)], STBC-SM [Basar et al. (2011)], STBC-TSM

[Helmy et al. (2016)] and L-SM [Alkhawaldeh (2018)] techniques. Here, the number

of receive antenna for all the above schemes is considered as 1 and the spectral effi-

ciency obtained is 4 bpcu. The computational complexity of proposed SM-NSTBC is
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Figure 3.3 Computation complexity of ML decoder for different transmit antenna con-
figurations.
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Figure 3.4 Comparison of the computation complexity of SM-NSTBC, SM-OSTBC,
STBC-SM, STBC-TSM and L-SM.
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51490 (computations/bit), for SM-OSTBC is 8396 (computations/bit), for STBC-SM is

961 (computations/bit), for STBC-TSM is 8192 (computations/bit), and L-SM is 1536

(computations/bit).

3.6 Simulation Results

This section demonstrates the simulation results of the proposed SM-NSTBC scheme

for different values of Nt and Na. The proposed SM-NSTBC is represented as C(Nt ,Nr,Na)

for all simulations. The proposed scheme has been compared with the variants of

STBC-SM and SM systems. All performance comparison are carried out for a ABER

value of 10−5. It has been observed that for a given spectral efficiency the proposed

SM-NSTBC scheme outperforms other STBC-SM scheme and SM schemes by ∼ 1.5

dB to ∼ 5 dB over Rayleigh fading channel.
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Analytical GF(13)
Analytical GF(17)

Figure 3.5 ABER performance of SM-NSTBC for (Nt = 4,Nr = 4,Na = 2) over q =
5,7,13,17.

In Figure 3.5, the ABER curves of SM-NSTBC with Nt = 4, Nr = 4 and the active

antennas are equal to 2 as specified in Case-1 are presented. A theoretical upper bound

is shown in order to verify the correctness of the Monte-Carlo simulations. A close
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Figure 3.6 ABER performance of SM-NSTBC for q = 5,7,13,17 for (Nt = 6,Nr =
4,Na = 2)

correspondence between the analytical upper bound and simulation results is observed

at higher SNR values. Simulation results are demonstrated for codewords obtained

over GF(5),GF(7),GF(13) and GF(17). The spectral efficiency achieved for a system

which utilizes C(Nt = 4,Nr = 4,Na = 2) is 2.322 bpcu for q = 5, 2.807 bpcu for q = 7,

3.701 bpcu for q = 13, and 4.087 bpcu is obtained for q = 17.

Figure 3.6, shows a SM-NSTBC system which employs 6 transmit antennas, 4 re-

ceive antennas and 2 active antenna combinations represented as C(6,4,2). The simula-

tion results demonstrate the ABER performance for q= 5,7,13,17 with similar spectral

efficiencies as indicated for C(4,4,2) system.

Figure 3.7 , shows the performance of SM-NSTBC system for GF(5),GF(7),GF(13)

with ML decoding and low complexity sphere decoding. There is a performance degra-

dation of ∼ 2dB with a significant reduction in complexity depending on the initial

radius selection.
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Figure 3.7 ABER performance of SM-NSTBC for Maximum likelihood and sphere
decoding
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Figure 3.8 ABER performance of SM-NSTBC for q = 5,7,13,17 for (Nt = 6,Nr =
4,Na = 4) and (Nt = 8,Nr = 4,Na = 4)
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Figure 3.9 ABER performance comparison of SM-NSTBC, STBC-TSM and L-SM at
3 bpcu

Figure 3.8 demonstrates the simulation results for a system which employs C(6,4,4)

and C(8,4,4) combinations as indicated in Case-2. These systems are evaluated over

GF(q). The corresponding values of q= 5,7,13,17 yields a spectral efficiency of 4.643

bpcu, 5.614 bpcu, 7.4 bpcu and 8.175 bpcu respectively for a ABER of 10−5.

In Figure 3.9 performance of the proposed SM-NSTBC is compared with STBC-

TSM [Helmy et al. (2016)] and L-SM [Alkhawaldeh (2018)] schemes. All schemes

employ four transmit antennas, two active antennas, and Nr = 1 and 2. By the use

of these antenna configurations STBC-TSM and L-SM achieves a spectral efficiency

of 3 bpcu, while SM-NSTBC has spectral efficiency of 2.8 bpcu. It is observed that

for Nr = 2, at very low SNR values STBC-TSM and L-SM give a better performance

compared to the proposed scheme. At higher values of SNR, SM-NSTBC outperforms

STBC-TSM by ∼ 1 dB, while L-SM gives better performance as compared to SM-

NSTBC. However, for Nr = 1, at high values of SNR, SM-NSTBC outperforms both

STBC-TSM and L-SM schemes as shown in Figure 3.9.

Figure 3.10, gives the comparison plot of SM-NSTBC with STBC-SM [Basar et al.

(2011)] and SM [Mesleh et al. (2008)] systems. The proposed SM-NSTBC which uses
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C(4,4,2) with codewords derived from GF(17) achieves a ABER performance im-

provement of ∼ 1.5 dB over STBC-SM and ∼ 3 dB over SM systems for a spectral

efficiency of 4 bpcu. SM-NSTBC produces a fractional spectral efficiency of 4.087

bpcu.
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Figure 3.10 ABER performance comparison of SM-NSTBC, STBC-SM and SM at 4
bpcu

Figure 3.11, shows the ABER comparison of the SM-NSTBC, STBC-SM [Basar

et al. (2011)] and SM [Mesleh et al. (2008)] schemes for a spectral efficiency of 5 bpcu.

The proposed SM-NSTBC with codewords derived over GF(7), C(6,4,4) and C(8,4,4)

produces a spectral efficiency of 5.615. It is observed that the proposed scheme shows

significant improvement of ∼ 6 dB over STBC-SM and ∼ 7.5 dB over SM systems.

Figure 3.12, delineates the simulation results of SM-NSTBC and SM-OSTBC [Wang

and Chen (2014)] systems. The STBC-SM [Basar et al. (2011)] and SM [Mesleh et al.

(2008)] systems cannot be compared with this plot, since, STBC-SM and SM systems

will not provide four active antenna combinations. It is observed that the proposed

SM-NSTBC scheme with C(8,4,4) over GF(13) (produces 7.4 bpcu) shows an im-
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Figure 3.11 ABER performance comparison of SM-NSTBC, STBC-SM and SM at 5
bpcu. SM-NSTBC has a higher spectral efficiency of 5.6 bpcu
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Figure 3.12 ABER performance comparison of SM-NSTBC, SM-OSTBC systems.

provement in the ABER performance of∼ 2 dB (Black Line), over SM-OSTBC system

which uses C(8,4,6) employing 4-QAM constellations to obtain a spectral efficiency of
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7 bpcu (Green Line). Similarly, the proposed SM-NSTBC with C(8,4,4) (Brown dot-

ted line) over GF(17) scheme (produces 8 bpcu) shows an improvement in the ABER

performance of ∼ 6 dB, over SM-OSTBC system which uses C(10,4,4) employing

16-QAM constellations (magenta) to obtain a spectral efficiency of 7.5 bpcu.

3.7 Summary

A new SM-NSTBC scheme employing a full rank Cyclic code over GF(qm) has been

proposed. These codes have codewords which can be viewed as full rank m×n,(m≤ n)

matrices over GF(q). By suitable puncturing, these m×m matrices are mapped into

codewords of a SM-NSTBC using a suitable rank preserving map (Gaussian or Eisen-

stein map). The desired spectral efficiency can be achieved by selecting appropriate

number of active antennas and order of Galois Field (q = 5,7,13,17) over which code-

words are constructed. An analytic upper bound on the ABER has been determined.

Monte-Carlo simulations have been carried out to quantify the performance of these

codes over Rayleigh fading channels. A close correspondence between the upper bound

values and simulation results is observed. It is seen that proposed SM-NSTBC achieves

an improvement of ∼ 1.5 dB to ∼ 5 dB over STBC-SM and SM-OSTBC schemes.

The performance of the proposed SM-NSTBC scheme is compared with SM-OSTBC,

STBC-SM, STBC-TSM and L-SM schemes. It is observed that proposed scheme out-

performs other competing scheme, at the cost of marginal increase in computational

complexity. The computational complexity of proposed SM-NSTBC is almost four

times that of SM-OSTBC and STBC-TSM, while its above ten times that of STBC-SM

and L-SM scheme

In this chapter, we have deduced the SM-NSTBC technique, where a selected subset

of transmit antennas are activated and NSTBC is conveyed between transmitter and re-

ceiver. The study of SM-NSTBC has inspired us to explore Index Modulation scheme

at the receiver terminal. We further explore the concept of activating a subset of re-

ceive antennas while allowing all transmit antennas to be active. In the next chapter,

the concept of SM-NSTBC for Receive Spatial Modulation has been explored. In re-

ceive spatial modulation a part of information is conveyed by the active receive antenna
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pattern. From the literature we have understood that SM schemes are vulnerable to cor-

related environments and the performance of SM schemes deteriorate over a completely

dense correlated fading environment [Younis (2014), Goutham Simha (2018)]. We have

studied the characteristics of uncorrelated and correlated channel conditions and pro-

posed the aggrandized version of Precoded SM-NSTBC scheme for Receive Spatial

Modulation. In this scheme the data to be transmitted is precoded in order to activate

specific combination of receive antennas which in turn conveys a part of information.

The performance of proposed precoded SM-NSTBC is compared with other precoded

schemes which are available in the literature.
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Chapter 4

Generalized designs for Precoded Receive
Spatial Modulation derived from NSTBC

1 In this chapter, a new MIMO scheme termed as Precoded Spatially Modulated Non-

orthogonal Space Time Block Code (Precoded SM-NSTBC) is proposed. The pri-

mary concept of Precoded SM-NSTBC is to activate a subset of receive antennas in

a pre-defined manner and choose specific activated patterns to represent information

symbols. We have designed and synthesized schemes derived from full rank, length

n,(n|qm−1,m≤ n) Cyclic codes defined over Galois field GF(qm). Due to the charac-

teristics of full rank Cyclic codes employed, a performance improvement of greater than

2 dB is observed. This advantage is realized when the performance of these schemes

is compared with precoded SM-OSTBC, precoded STBC-SM and SM systems. Im-

provement due to the coding gain manifests in both uncorrelated as well as correlated

Rayleigh fading environments. An upper bound on the average bit error rate (ABER) is

derived. Close correspondence between Monte-Carlo simulations and analytic values

are observed.

4.1 Introduction

The requirement of modern era communication is to provide uninterrupted and high-

quality connectivity all the time. High throughput, widespread accessibility and relia-

1Godkhindi Shrutkirthi S. et.al,” Generalized designs for Precoded Receive Spatial Modulation de-
rived from Non-Orthogonal Space Time Block Codes” Telecommunication systems, Springer (under
review)

53



bility are the significant aspects considered while designing a communication system.

In light of these requirements, it becomes crucial for the forthcoming communication

standards such as 5G and beyond to provide and a communication infrastructure which

is energy as well as spectrally efficient at the same time provides enhances the relia-

bility of communication. Multiple input-multiple output (MIMO) systems are capable

of supporting the increasing demand for high-quality services of the wireless systems.

Multiple antenna combinations can provide both multiplexing gain and also diversity

gain [Foschini and Gans (1998)]. Spatial Multiplexing (SMX), Space Time Block Code

(STBC), Spatial Modulation (SM), STBC-SM and their variants are the examples of

MIMO techniques which provides higher multiplexing gains, improves reliability and

enhances energy efficiency [Foschini (1996), Alamouti (1998), Mesleh et al. (2008),

Basar et al. (2011)].

In the recent past, the concept of Precoding aided Spatial Modulation (PSM) was

proposed in [Yang (2011), Stavridis et al. (2012)]. In contrast with SM techniques,

Precoding aided Spatial Modulation techniques are designed to convey additional in-

formation bits by the use of active receive antenna indices instead of transmit antenna

indices. This leads to the reduction in complexity and cost at the receiver terminal, so

this technique is preferred for use on down-link communication. In order to select the

receive antenna, it becomes necessary to precode the transmitted data suitably. Hence, it

is generally assumed that Channel State Information is available at the transmitter side

(CSIT). Rong Zhang et.al [Zhang et al. (2013)] proposed the concept of Generalised

pre-coding aided spatial modulation (GPSM). In this work, a combination of multiple

receive antennas were activated corresponding to the incoming information bits. This

allowed the multi-stream of data to be parallelly detected at the receiver which further

increases the spectral efficiency of the system. The precoding design ensures that the

desired set of receive antennas are active and other receive antennas are in inactive state.

In the recent past, several researchers have explored the use of generalized precoding

aided spatial modulation schemes and its variants to achieve high data rate and low-

complexity [Li et al. (2016), Luo et al. (2018)]. In any MIMO system, practical issues

such as Spatial Correlation (SC) brought about by inadequate antenna separation have
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to be taken into account because of size limitation of the hand held devices. Several re-

searchers have devised techniques to minimize the effects of spatial correlation [Mesleh

et al. (2010), Simha et al. (2017)]. So it becomes very crucial to consider the effect of

spatial correlation between antennas at both transmitter as well as receiver end for any

scheme that is to be deployed in practice.

A study of STBC, NSTBC literature has motivated us to explore the technique

of precoding aided spatial modulation with non-orthogonal space time block codes

(Precoded SM-NSTBC). To the best of our knowledge, there is no discussion of Pre-

coded SM-NSTBC with receive antenna activation available in literature. We have

proposed a precoded SM-NSTBC scheme and have compared its performance with pre-

coded STBC-SM and precoded SM-OSTBC over spatially correlated and uncorrelated

Rayleigh fading environments.

The major contributions of this chapter are described as follows:

• The concept of precoding aided spatial modulation employing non-orthogonal

space time block codes to achieve receive spatial modulation, namely Precoded

SM-NSTBC is proposed in this chapter. The information is conveyed by acti-

vating a subset of receive antennas in addition to the conventionally transmitted

Non-orthogonal Space Time Block Codes (NSTBC). The NSTBC are designed

from full-rank non-binary Cyclic codes over GF(qm), q = 5,7,13,17 and m = 4

to achieve full-rank STBCs similar to the one presented in chapter 3.

• The proposed scheme is analyzed over both uncorrelated and spatially correlated

Rayleigh fading environments. Performance of the proposed scheme is analyzed

for the varying values of spatial correlation. The computational complexity of

the proposed Precoded SM-NSTBC is also presented. Further, theoretical upper

bound on average bit error rate has been derived. The close correspondence be-

tween analytically obtained upper bound and simulation results implies that the

Monte-Carlo simulations carried out are accurate.

• ABER performance of the proposed Precoded SM-NSTBC is compared with pre-

coded SM-OSTBC and precoded STBC-SM schemes over uncorrelated as well
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as spatially correlated Rayleigh fading environments. We have obtained precoded

SM-OSTBC by adopting OSTBC as described in [Le et al. (2014)] and incorpo-

rating suitable precoding technique. Similarly, precoded STBC-SM is designed

by precoding the STBC obtained from [Basar et al. (2011)]. The proposed scheme

outperforms competitive schemes by a minimum of 2 dB in both uncorrelated and

correlated Rayleigh environment.

Notation: Throughout this paper, matrices and vectors are represented by bold up-

percase and lowercase alphabets. XT , X∗, tr[·] is the transpose, conjugate and trace of

the matrix X, b · c represents the floor operator, ||·||2F is the Frobenius norm and E{·} is

the expectation of a matrix. Other notations and abbreviations are given below in Table

4.1.

Table 4.1 Abbreviations and Notations

NSTBC Non-orthogonal Space Time Block Code

SM Spatial Modulation

STBC-SM Space Time Block Coded Spatial Modulation

GF Galois Field

GFFT Galois Field Fourier Transform

IGFFT Inverse Galois Field Fourier Transform

PSM Precoding aided Spatial Modulation

GPSM Generalised pre-coding aided spatial modulation

CSIT Channel State Information at Transmitter

SC Spatial Correlation

SM-OSTBC Spatially Modulated Orthogonal STBC

ML Maximum Likelihood

ABER Average Bit Error Rate

PEP Pairwise Error Probability

AWGN Additive White Gaussian Noise

Nt Number of transmit antennas

Nr Number of receive antennas

Na Number of active receive antennas

Mm×m Full rank codeword matrix

P Precoding matrix

XSM Spatially modulated codeword matrix

X Transmitted matrix

ns Number of time slots

β Normalization factor

η Spectral Efficiency

Y Received matrix

H Channel Matrix

Hc Spatially correlated channel matrix

RRx Receiver correlation matrix

RT x Transmitter correlation matrix

βc Coefficient of exponential decay

4.2 System Model

A Precoded-SM-NSTBC communication system consisting of Nt number of transmit

antennas, Nr number of receive antennas (of which Na receive antennas are active at
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any given time) is considered. In this analysis, it is assumed that Nt > Nr. Knowl-

edge of the channel matrix at the transmitter is employed to design a precoding scheme

which enables the system to combat the effect of channel induced noise and distortion.

This scheme differs from conventional SM schemes in the sense that a subset of receive

antennas (rather than a subset of transmit antennas) are made active over any symbol

interval (as given in [Zhang et al. (2013)]). The selection of active receive antennae de-

pends upon the incoming information symbols. In order to ensure the appropriateness of

precoder design for the channel over which communication is sought to be established,

availability of perfect CSIT (Channel State Information at Transmitter) is essential. A

detailed design and analysis of the proposed Precoded SM-NSTBC scheme is given

below.

4.2.1 Design employed in Precoded SM-NSTBC

Overview of NSTBC Design: The NSTBC scheme makes use of full rank codewords

which are obtained from Cyclic codes using a well defined procedure. In this design,

we employ the Galois Field Fourier Transform (GFFT) approach in which codewords

are initially specified in the transform domain and then converted to their time domain

representations by employing the Inverse Galois Field Fourier Transform (IGFFT) rep-

resentation as described in chapter 2. The brief overview is given by the example in

following subsection.

4.2.2 Steps involved in NSTBC construction

To illustrate the steps involved in the code construction, consider the construction of a

length n = 13, non binary Cyclic code over GF(54). The Galois Field Fourier Trans-

form (GFFT) of a is represented by A = (A0,A1, . . . ,An−1). Let us choose A1 as the

free transform component and constrain all other transform components to zero to sat-

isfy the conditions required to obtain full rank codewords. Hence, we allow A1 to take

on values successively from {0,1, . . . ,α54−2} in the field GF(54) and constrain all other

transform components to zero. Since 1 ∈ {1,5,12,8}, a cyclotomic coset of full size

in GF(54), all the non zero codewords will possess rank equal to four (m = 4). This

code has qm−1 (here, 54−1 = 624) non zero codewords of full rank. Each codeword
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is a m× n (4× 13) matrix over GF(5). These codes along with the all zero codeword

matrix constitute all the 625 codewords of the Cyclic code. We now adopt the punc-

turing scheme in which the first four columns of each codeword are retained and the

remaining nine columns are dropped. A list of twelve representative codewords chosen

at random (after puncturing) is presented in Table 4.1.

Table 4.2 Some examples of GF(54) NSTBC codewords corresponding to value of
A1 = αx

Value of

A1

Corresponding

codeword

Value of

A1

Corresponding

codeword

Value of

A1

Corresponding

codeword

α40



1 2 2 3

1 1 2 4

0 4 1 2

4 1 4 1


α59



0 1 1 0

1 2 0 1

2 1 0 1

3 2 4 4


α93



4 0 0 1

3 4 3 0

2 0 3 1

3 3 1 4



α70



2 1 1 3

4 1 4 2

4 0 2 4

4 1 1 1


α272



1 2 4 2

2 1 2 4

2 3 4 4

4 3 0 2


α292



1 1 2 4

3 4 2 2

4 0 0 3

1 0 3 2



α397



4 3 0 1

0 4 3 1

2 0 2 0

1 1 2 0


α270



3 3 4 1

1 1 1 1

2 4 3 4

2 3 1 4


α285



2 1 4 2

1 0 4 2

4 4 0 4

3 4 3 3



α440



3 3 0 0

1 2 1 1

1 3 1 3

3 4 1 3


α492



0 3 1 1

4 2 0 1

2 1 1 1

0 4 3 1


α513



0 0 3 4

2 4 0 0

0 4 3 0

4 3 2 3


This procedure can be used to design Cyclic codes over both binary as well as
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non-binary alphabets. Constructions over non-binary alphabets have the advantage of

yielding higher spectral efficiencies. It is well known that rank preserving maps can

be defined for prime numbers of the form 4K +1 (Gaussian integer map [Lusina et al.

(2003)]) or 6K + 1, (Eisenstein map [Huber (1994a)]) K is an integer. Hence, we use

fields over these prime numbers as the base fields for code construction. The codewords

of the proposed Precoded SM-NSTBC scheme are full rank matrices over a suitable non

binary field. A detailed discussion of the proposed Precoded SM-NSTBC scheme and

receive antenna selection procedure is described in the following section.

4.3 Proposed Precoded SM-NSTBC Scheme

In the proposed Precoded SM-NSTBC scheme, the first step is to assign sequences of

information bits to the NSTBC codeword matrices. These codewords are then spatially

modulated and transmitted. The concept of precoded SM-NSTBC is to activate Na

number of receive active antennas out of Nr antennas. Nr represents the total number of

receive antennas. The novel concept of precoding explores the spatial modulation at re-

ceiver section. The combination of receive antennas to be activated is chosen depending

on the incoming information bits.

In Precoded SM-NSTBC, Na (1 < Na ≤ Nr) number of receive antennas are active

(out of the total number Nr of receive antennas). Hence, a total of Na parallel data

streams are received in every single time slot. When Na = Nr the proposed scheme

degenerates into a conventional MIMO system. The total number of activation patterns

possible when Na number of antennas out of Nr receive antennas are activated is given

by k =
(Nr

Na

)
. The procedure to select active antenna at the receiver depends on the

information bits to be transmitted.

In this scheme, we have employed codewords obtained from full rank Cyclic codes

over GF(54), GF(74), GF(134) and GF(174). These codes are punctured as described

in subsection 4.2.1. and corresponding full rank 4× 4 codewords are obtained. For

convenience of mapping the available codewords are given by qm− 1, out of which

2blog2 (q
m)c number of codewords are selected. In order to avoid fractional bit spectral

efficiency the remaining codewords are not used.
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The procedure for the proposed Precoded SM-NSTBC scheme is explained as given

in Algorithm 4.

Algorithm 4 Precoded SM-NSTBC encoding algorithm
1: Start
2: Consider a block of blog2 (q

m)c bits over each time slot
3: Step 1:Acquire corresponding Mm×m ∈ GF(q) full rank codeword matrix
4: Fix the possible active receive antenna patterns k =

(Nr
Na

)
; {A1,A2, · · · ,Ak}

5: Step 2: Extract from Mm×m, the antenna selection matrix [M1]m/2×m and the infor-
mation symbol matrix [M2]m/2×m represented by Mm×m→ [M1]m/2×m (antenna
selection symbols) ; [M2]m/2×m (information symbols)

6: Step 3:for count=1:number of time slots for full codeword transmission
7: Step 4: Select the active antenna pattern
8: [M1]m/2×m→ A j ∈ {A1,A2, · · · ,Ak} (1≤ j ≤ k)
9: Step 5: Mapping of Information symbols:C[i(1)i(2) · · · i(2m)]

10: Define map ϕ : [M2]m/2×→ ℑ(C)

11: Obtain suitable rank preserving map SSM = ϕ(C2)
12: end
13: Step 6: Get the full SM-NSTBC codeword SSM ∈ CNr×T

14: Step 7: Obtain precoding matrix with help of CSIT P ∈ CNt×Nr

15: Step 8: Radiate the precoded SM-NSTBC signal X = PSSM ∈ CNt×T

end

In the first step, the incoming binary bit-stream is divided into blocks of blog2 (q
m)c

bits. Each information block is mapped into a suitable codeword depending upon the

chosen Cyclic code. The obtained codeword (which is a full rank m× n) matrix over

GF(q),q = {5,7,13,17} depending upon the choice of the chosen Cyclic code is punc-

tured to obtain a full rank m×m codeword. The antenna selection symbols and the

radiated symbols are chosen from the encoded codeword. The process of selecting the

active receiver antennas is performed column-wise. The elements of upper two rows of

4×4 codeword matrix are used to select one of the k antenna selection patterns, given

by {A1,A2, · · · ,Ak}, here Ai ∈ CNr×1. Ai is a vector with only Na active elements. Once

receive antenna selection is completed, the elements of lower two rows are modulated

to obtain SM-NSTBC codeword SSM ∈ CNr×T . This concept of activation of receive

antenna and design precoded SM-NSTBC is explained in the Algorithm 4.

In the Algorithm 4, let SSM denote the SM-NSTBC codeword matrix and P denote

the precoding matrix. Then the final radiated codeword is given in Equation (4.1).
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X = PSSM (4.1)

Here X ∈ CNt×T , T is the time slot required for transmission of whole codeword

matrix, P ∈ CNt×Nr precoding matrix, SSM is the SM-NSTBC codeword matrix.

Since the elements of codeword matrix SSM are from GF(q), the total number of

possible patterns to be generated for Na = 2 are q2, while the total number of active

antenna combinations are k. When q2 > k, many to one mapping is executed. It has

to be noted that all codeword matrices are unique and full rank. Even if the same

activation pattern is selected by more than one codeword combination, the transmitted

symbol would still be different. When Na = 4, two columns are radiated in a single time

slot. The performance of the proposed precoded SM-NSTBC scheme for Na = {2,4}

has been evaluated.

In order to ensure the correctness of active receive antenna combinations, channel

state information (CSI) is assumed to be available at the transmitter where precoding

has been performed. Let P ∈ CNt×Nr be the precoding matrix. The detailed description

of the steps used to determine P is provided in the following sub-section.

4.3.1 Precoder Design

The precoding matrix P ∈CNt×Nr must be designed in order to ensure the correct set of

receive antennas activated over every time slot. As perfect CSIT is assumed, the value

of H is well known at the transmitter. The precoder must be designed accordingly to

combat channel effects and activate the predefined receiver subset. In the proposed pre-

coded SM-NSTBC scheme, zero forcing precoder has been employed [Spencer et al.,

2004]. Therefore, transmit precoding matrix corresponds to the pseudo-inverse of the

channel matrix HT , ans is given in Equation (4.2) [Zhang et al. (2013)].

P = βH∗(HT H∗)−1 (4.2)

here, H ∈ CNt×Nr is the channel matrix and β is the normalization factor used to nor-

malize the power of the transmitted signal X, defined in Equation (4.3) [Luo et al.
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(2018)]

β =

√
Nr

Na.tr[(HT H∗)−1]
(4.3)

Let SSM be the spatially modulated codeword matrix such that SSM ∈ CNr×T . Here,

T represents the time slot required to transmit the whole codeword matrix. Then the

transmitted signal is described by X ∈ CNt×T as defined in Equation (4.1). The signal

received at the receiver section is specified as

Y = HTX+N (4.4)

Y = HTPSSM +N (4.5)

Here Y ∈ CNr×T is the received signal and N ∈ CNr×T is the circularly symmetric

complex independent and identically distributed Gaussian noise.

This process is further illustrated by example given below.

Example: Let SSM ∈ CNr×T be the spatially modulated codeword matrix to be re-

ceived at the receiver end. Consider a MIMO system with Nt = 6,Nr = 4,Na = 2 number

of transmit, receive and active antennas at receiver end respectively with (1<Na <Nr).

Let,

SSM =



0 0 {a2,2} {a2,3}

{a2,0} {a2,1} 0 0

{a3,0} 0 {a3,2} 0

0 {a3,1} 0 {a3,3}



(4.6)

In order to assure that SSM is received correctly at the receiver, zero forcing precod-

ing technique is incorporated. The transmit codeword matrix X is obtained by multiply-

ing the zero forcing precoder to the spatially modulated codeword matrix to be received.

Hence the transmitting codeword obtained as shown in equation 4.7

X = PSSM (4.7)

Here X ∈ CNt×T , T is the time slot required for transmission of whole codeword
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matrix, P ∈ CNt×Nr precoding matrix, SSM is the SM-NSTBC codeword matrix.

Let H ∈ CNt×Nr is the channel matrix. Then by applying Zero forcing precoder

technique the corresponding to the pseudo-inverse of the channel matrix HT is given in

Equation (4.2). The channel matrix H is given below .

H =



h0,0 h0,1 · · · h0,(Nr−1)

h1,0 h1,1 · · · h1,(Nr−1)

...
... · · · ...

h(Nt−1),0 h(Nt−1),1 · · · h(Nt−1),(Nr−1)



(4.8)

The precoding matrix obtained by P = βH∗(HT H∗)−1 ∈ CNt×Nr . Let Y ∈ CNr×T

be the received codeword matrix and N ∈ CNr×T is the circularly symmetric complex

independent and identically distributed Gaussian noise.

The received codeword matrix as shown in equation (4.13) is given below

Y = HTX+N (4.9)

Y = HTPSSM +N (4.10)



y0,0 y0,1 y0,2 y0,3

y1,0 y1,1 y1,2 y1,3

y2,0 y2,1 y2,2 y2,3

y3,0 y3,1 y3,2 y3,3



=



β 0 0 0

0 β 0 0

0 0 β 0

0 0 0 β





0 0 {a2,2} {a2,3}

{a2,0} {a2,1} 0 0

{a3,0} 0 {a3,2} 0

0 {a3,1} 0 {a3,3}



+N

(4.11)

Hence, the receive spatial modulation is accomplished.

Detection: At the receiver end, detection becomes simpler in terms of complexity
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as the zero forcing precoder is applied. Once, all the elements of codeword matrix

are obtained then the ML detection for full codeword matrix is performed as given in

Equation (4.12).

ŜSM = argmin||Y−HTX̃||2F (4.12)

Here, ŜSM is the estimated codeword and X̃ is the set of all possible values of codewords.

From Equation (4.5) the received signal can be written as given in Equation (4.13)

Y = βSSM +N (4.13)

Therefore, the ML detection reduces to

ŜSM = argmin||Y−β S̃SM||2F (4.14)

here, β is the normalization factor defined in Equation (4.3) and S̃SM is the set of all

possible codeword matrix of the system.

Spectral Efficiency calculation: The spectral efficiency of the Precoded SM-NSTBC

scheme is given by η .

η = blog2(qm)c/ns (4.15)

where ns = T is the total number of time slots required for transmission of whole code-

word matrix, q ∈ {5,7,13,17} and m = 4 is the order of the extension field.

Spatially Correlated Channel Model: For any MIMO system, the spacing (corre-

lation) between receive and/or transmit antenna elements has to be taken into account

in the process of decoding. When the spacing between these array elements is not suf-

ficient, spatial correlation is created and correlated channel paths are generated. In this

work, Kronecker channel model is incorporated to obtain the correlated channel matrix

[Younis (2014), Simha et al. (2017)].

Hc = R1/2
Rx HR1/2

T x (4.16)

Here, RRx and RT x represent the receiver and transmitter correlation matrix respectively.

These RT x and RRx are modeled using exponential decay model [Younis (2014)].

R =


1 ρ ρ2 · · · ρn−1

ρ 1 ρ · · · ρn−2

ρ2 ρ 1 · · · ρn−3

...
. . . . . . . . .

...
ρn−1 · · · ρ2 ρ 1

 (4.17)

In this matrix, ρ = exp(βc), where βc is the coefficient of exponential decay. For trans-

mit correlation matrix RT x, n = Nt and for receiver correlation matrix RRx, n = Nr. The
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value of ρ equals ρt for transmit correlation matrix, similarly for receive correlation

matrix the value of ρ equals ρr. The value of correlation coefficient ρ varies from 0 to

0.9 with 0 representing uncorrelated scenario and 0.9 for dense spatial correlation envi-

ronment. In the following section, performance investigation and mathematical analysis

of the proposed precoded SM-NSTBC scheme has been presented.

4.4 Mathematical treatment for Precoded SM-NSTBC

In this section, a detailed description about the analytical upper bound for the proposed

Precoded SM-NSTBC system has been derived. An analytical upper bound on the

Average Bit Error Rate (ABER) is presented by following the approach outlined in

[Simon and Alouini (2005)].

ABERSM ≤
1

2blog2 qmc2η

2blog2 qmc

∑
i=1

2blog2 qmc

∑
j=1

d(SSM, ŜSM)E{P(SSM→ ŜSM)} (4.18)

Here, η is the spectral efficiency, d(SSM, ŜSM) is the number of non-zero elements

of the difference matrix of SSM− ŜSM. (P(SSM→ ŜSM)) is the pairwise error probability

(PEP) of detecting ŜSM when SSM is transmitted for a given channel H. This is described

by,

P(SSM→ ŜSM) = Pr
(∣∣∣∣∣∣Y−HT X

∣∣∣∣∣∣2
F
>
∣∣∣∣∣∣Y−HT X̂

∣∣∣∣∣∣2
F
|H
)

(4.19)

here, X = PSSM and X̂ = PŜSM

From Equations (4.13) and (4.19), we get

P(SSM→ ŜSM) = Pr
(∣∣∣∣∣∣Y−βSSM

∣∣∣∣∣∣2
F
>
∣∣∣∣∣∣Y−β ŜSM

∣∣∣∣∣∣2
F

)
(4.20)

The pairwise error probability is evaluated using [Luo et al. (2018), Simon and

Alouini (2005)]:

P(SSM→ ŜSM) = Q
(√

ρ

2
β

∣∣∣∣∣∣(SSM− ŜSM)
∣∣∣∣∣∣) (4.21)

Here Q(·) = 1√
2π

∫
∞

x exp(−y2/2)dy. β is defined as given in Equation (4.3) and ρ

represents the Signal to Noise Ratio (SNR) of the signal. Using Gamma approximation

as given in [Luo et al. (2018)], the PEP can be written as below.
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P(SSM→ ŜSM) = Q
(√

ρ

2
γ
√

δ

)
(4.22)

Here δ = Nr
Na
||SSM − ŜSM||2 and γ =

√
(Na

Nr
)β . The expectation of pairwise error

probability is given by 4.23. This is obtained by the use of Craig representation of the

Q function and moment generating function.

E
{

Q
(√

ρ

2
γ
√

δ

)}
=

1
π

∫ π

2

0
Mα

(
−δρ

4sin2θ

)
dθ (4.23)

Here Mα is the moment generating function of α , the gamma distribution is used

to approximate the argument of α . Let α = γ2. Then the probability density function

(PDF) of α is specified as given by Equation (4.24) [Luo et al. (2018)].

f(α)(α) =
αa−1

baΓ(a)
e
−α

b ;α > 0 (4.24)

Here a is the shaping parameter and b is the scaling parameter. Using Equation

(4.24), the expectation of PEP is obtained by the use of moment generating function

[Simon and Alouini (2005)].

E{P(SSM→ ŜSM)} ≤ 1
π

∫ π

2

0

L

∏
l=1

 1

1+
bρλi, jl
4sin2θ

Nr

dθ (4.25)

here, L= 4 and λi, jl are the Eigen values of the distance matrix (SSM− ŜSM)
H
(SSM−

ŜSM). The closed form solution for PEP can be obtained from [Simon and Alouini

(2005)] is given below

EH{P(SSM→ ŜSM)} ≤ 1
2

L

∏
l=1

1

(1+
bρλi, jl

4 )
Nr

(4.26)

Thus the analytical upper bound on the Average Bit Error Rate (ABER) is calculated as

given in Equation (4.27).

ABERSM ≤
1

2blog2 qmc4η

2blog2 qmc

∑
i=1

2blog2 qmc

∑
j=1

d(SSM− ŜSM)
L

∏
l=1

1

(1+
bρλi, jl

4 )
Nr

(4.27)

In the following section the computational complexity of the proposed scheme is

determined.
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4.5 Decoding Complexity of the Precoded SM-NSTBC

The computation complexity is given in terms of total complex multiplications and

additions. All calculation are evaluated with following considerations.

• Consider matrix M1∈CM×N , and M2∈CN×L, then the matrix multiplication re-

quires MNL number of complex multiplications and ML(N−1) number of com-

plex additions.

• To calculate ‖M1‖2
F requires MN number of complex multiplications and (MN−

1) number of complex additions.

The computational complexity for the proposed system is defined in terms of com-

plex multiplications required for decoding one codeword. The ML detection is defined

as ||Y−β S̃SM||2F∈C. The total number of codewords possible are given by 2blog2(qm)c,

number of receive activation pattern possible is
(Nr

Na

)
. The number of complex multipli-

cations required for computing the Frobenius norm is (NrT ) where T = ns i.e. the time

slots required to transmit whole codeword. So the total complexity of ML detection for

the proposed scheme can be quantified as

2blog2(qm)c
((

Nr

Na

)
+NrT

)
(4.28)

Figure 4.1 gives the complexity comparison of ML detection for the proposed Pre-

coded SM-NSTBC scheme, precoded SM-OSTBC scheme with spectral efficiency of

5.5 bpcu and precoded STBC-SM achieves a spectral efficiency of 5 bpcu. The pro-

posed Precoded SM-NSTBC scheme employs (Nt = 8, Nr = 6, Na = 4) antenna config-

uration, with the codeword derived over GF(7), while precoded SM-OSTBC scheme

employs (Nt = 8, Nr = 6, Na = 4) antenna configuration, and precoded STBC-SM

employs (Nt = 4, Nr = 4, Na = 2) antenna configuration. The decoding computa-

tional complexity of above configurations is 7820 (computations/bit) for Precoded SM-

NSTBC scheme, 63500 (computations/bit) for precoded SM-OSTBC scheme and 3840

(computations/bit) for precoded STBC-SM scheme.

67



Precoded SM-NSTBC     Precoded SM-OSTBC       Precoded STBC-SM
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

lo
g 10

 (N
um

be
r o

f c
om

pu
ta

tio
n 

pe
r b

its
)

Precoded SM-NSTBC
Precoded SM-OSTBC
Precoded STBC-SM

Figure 4.1 Computational Complexity of precoded SM-NSTBC for 5.5 bpcu, precoded
SM-OSTBC for 5.5 bpcu and precoded STBC-SM for 5 bpcu

The complexity of proposed Precoded SM-NSTBC is higher than precoded STBC-

SM. However, this increase in complexity is a trade off for improvement in ABER per-

formance. The Precoded SM-NSTBC schemes provides a performance improvement

of more than 2 dB as compared to precoded STBC-SM as shown in figure 4.6.

4.6 Simulation Results

In this chapter, the proposed Precoded SM-NSTBC system is denoted as C(Nt ,Nr,Na)

where Nt and Nr represent the number of transmit antennas and receive antennas re-

spectively. Na represents the number of active antennas at the receiver over a given time

slot. A total of 106 random channel realizations are employed to determine the perfor-

mance using Monte-Carlo simulations. The correlated fading environment is obtained

by the use of Kronecker channel model description given in [Mesleh et al. (2008)]. The

correlation matrices for the transmitter and receiver are generated using the exponential

decay model [Simha et al. (2017)]. The performance of Precoded SM-NSTBC has been

analyzed for both uncorrelated as well as correlated Rayleigh fading environment. The
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performance in correlated fading environments is obtained by incorporating the spatial

correlation coefficient with ρ = {0,0.5,0.9}. In order to obtain accurate precoding,

perfect CSIT availability is assumed.
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Figure 4.2 Performance of Precoded SM-NSTBC for GF(q);q = {5,7,13,17}

The performance of proposed Precoded SM-NSTBC scheme over GF(q) for q =

{5,7,13,17} employing antenna configuration of C(Nt = 6,Nr = 4,Na = 2) is given

in Figure 4.2. A spectral efficiency obtained is 2.25 bpcu, 2.75 bpcu, 3.5 bpcu and 4

bpcu for value of q = {5,7,13,17} respectively. The analytical upper bound is also

presented in Figure 4.2. The close correspondence between simulation results and plot

of the upper bound testifies to the tightness of the analytical upper bound derived. As

the signal to noise ratio (SNR) value increases, the upper bound becomes more tight.

In figure 4.3, the ABER performance of the proposed Precoded SM-NSTBC scheme

over GF(5), GF(7), GF(13) and GF(17) is shown with antenna configuration of C(6,4,2)

for correlated and uncorrelated Rayleigh fading environment. The spectral efficiency

(η) achieved is 2.25 bpcu, 2.75 bpcu, 3.5 bpcu and 4 bpcu respectively. The analysis

is given for uncorrelated (ρ = 0), medium correlated (ρ = 0.5) and highly dense corre-
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Figure 4.3 Performance of Precoded SM-NSTBC for GF(5),GF(7),GF(13),GF(17)
for uncorrelated and correlated Rayleigh fading conditions

lated (ρ = 0.9) Rayleigh fading environment. As expected, there exists a performance

degradation as the spatial correlation increases.

Figure 4.4 illustrates the performance of proposed Precoded SM-NSTBC schemes

over GF(5), GF(7), GF(13) and GF(17) with higher (applicable to eight or more)

transmit antennas. We have evaluated the performance with eight transmit antennas.

The number of active receive antennas considered here is four. In Figure 4.4 perfor-

mance over uncorrelated and correlated Rayleigh fading channels with antenna config-

urations of C(8,6,4) has been evaluated. Spectral efficiencies of 4.5 bpcu, 5.5 bpcu, 7

bpcu and 8 bpcu have been attained for q = {5,7,13,17} respectively. The values of

spatial correlation coefficient chosen in our evaluation are ρ = 0,0.5,0.9. This data is

used for determining transmit and receive correlation matrices.

In figure 4.5, performance of the proposed scheme is compared with precoded

STBC-SM schemes for Nr = 4,Na = 2 and Nt = 4 antennas. Precoded STBC-SM is ob-

tained by activating receive antennas, the STBC-SM adopted from [Basar et al. (2011)]

in which active transmit antennas are used instead of receive antennas. Precoded STBC-
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Figure 4.4 Performance of Precoded SM-NSTBC for GF(5),GF(7),GF(13),GF(17)
for C(8,6,4)
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Figure 4.5 Comparison of Precoded SM-NSTBC scheme with η = 2.5,3.5 bpcu and
precoded STBC-SM scheme with η = 3 bpcu
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SM achieves the spectral efficiency of η = 3 bpcu, while proposed scheme shown has

spectral efficiency of η = 2.75,3.5 bpcu respectively for GF(7),GF(13). It is shown

that the proposed scheme achieves a superior performance of approximately 2 dB in

uncorrelated environment and ∼ 6 dB as the channel exhibits greater correlation. It is

important to note that for a medium correlation scenario, that is (ρ = 0.5), the proposed

scheme outperforms precoded STBC-SM with very high margin of about 6 dB. Hence

it can be employed as an alternative to precoded STBC-SM in generalized scenarios.

In figure 4.6, a comparison of the proposed scheme with precoded SM-OSTBC and

precoded STBC-SM is given. Precoded SM-OSTBC designed with 8-PSK achieves

η = 5.5 bpcu with an antenna configuration specified by C(8,6,4). This scheme of pre-

coded SM-OSTBC is designed by incorporating concept of SM-OSTBC as given in [Le

et al. (2014)] and adding a suitable precoding structure. Precoded STBC-SM achieves

a spectral efficiency of 5 bpcu for Nr = 4,Na = 2,Nt = 4 for 32-QAM system designed

from [Basar et al. (2011)]. The proposed Precoded SM-NSTBC outperforms both pre-

coded SM-OSTBC by ∼ 3 dB and ∼ 2dB over uncorrelated and correlated Rayleigh

scenario. The proposed scheme outperforms precoded STBC-SM by a large value of

∼ 6 dB in uncorrelated environment and ∼ 8 dB in correlated Rayleigh environments.

The performance of proposed scheme in medium correlation (ρ = 0.5) environment

outperforms precoded STBC-SM in uncorrelated (ρ = 0) fading condition. Thus, we

conclude that the performance of Precoded SM-NSTBC is vastly superior to precoded

STBC-SM.

Fig. 4.7 shows the performance of the proposed scheme of Precoded SM-NSTBC

scheme over GF(7) with C(8,6,4) configuration. The spectral efficiency obtained is

η = 5.5 bpcu. The performance has been analyzed for varying values of SNR along

with different spatial correlation values. Here the value of spatial correlation coef-

ficient ρ is considered same for both transmit and receiver correlation matrix that is

ρt = ρr = ρ . Performance degradation is observed with increase in the value of spatial

correlation. For a value of ρ = 0, it can be observed that the ABER reaches the value

of 10−9 for a observed SNR value of 20 dB. At the same value of SNR with a higher
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Figure 4.8 Performance of Precoded SM-NSTBC for GF(7)C(8,6,4), η = 5.5 bpcu at
SNR value of 10 dB for varying values of transmit and receive spatial correlation.

value of ρ , (ρ = 0.4), the ABER increases to the order of 10−8. This variation is ex-

pected as performance improves with increase in SNR and a decrease in the value of

the correlation coefficient ρ .

Fig. 4.8 demonstrates the effect of spatial correlation coefficients on the ABER

performance of the proposed precoded SM-NSTBC scheme over GF(7) with C(8,6,4)

configuration. In this plot, the SNR is kept fixed at 10 dB and the variation of ABER

with ρ is observed. As anticipated, the performance degradation is noted with the in-

creased values of spatial correlation coefficient. The performance of proposed scheme

for varying values of transmit as well as receive spatial correlation is demonstrated.

Similar performance plots have been obtained for other configurations of transmit-

receive antenna and codes defined over other Galois fields. A close perusal of these

plots reveal very similar variation of ABER as a function of receiver and transmitter

spatial correlation.
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4.7 Summary

In this chapter, a new class of Precoded SM-NSTBC schemes suitable for use over both

uncorrelated and correlated Rayleigh fading environments have been proposed. In this

scheme, a subset of receive antennas are activated, and the selection depends upon in-

coming information bits. Further the decoding complexity of the proposed Precoded

SM-NSTBC scheme is computed and an analytical upper bound on the Average Bit

Error Rate (ABER) is determined. Monte-Carlo simulations have been carried out to

quantify the performance of these codes. It is observed that proposed scheme outper-

forms precoded SM-OSTBC and precoded STBC-SM schemes by ∼ 2 dB and ∼ 3

dB respectively over uncorrelated environment. For correlated Rayleigh fading, an im-

provement of ∼ 3 dB and ∼ 7 dB is observed over precoded SM-OSTBC and precoded

STBC-SM respectively. From the simulation results, it can be inferred that the proposed

Precoded SM-NSTBC can be used as a promising alternative to the existing state-of-art

MIMO systems. Because of the improved ABER performance in both uncorrelated and

correlated Rayleigh fading environments, the proposed scheme is well suited for de-

ployment in spatially correlated channels (especially in 5G MIMO systems), where the

restrictions of physical space in the transmitter/receiver can lead to spatial correlation.

In the preceding chapters, we have explored the concepts of spatial modulation

at transmitter and receiver ends, the next contributory chapter describes a cooperative

communication system. The concept of cooperative communication utilizes relays to

convey information from source to destination with high reliability. It also provides the

advantage of diversity gain by establishing a virtual MIMO scenario. In the follow-

ing chapter, system model and channel model of an Amplify and Forward relay based

cooperative communication system is analyzed and studied. Finally, the performance

analysis of SM-NSTBC and other competitive schemes has been given. An analytical

upper bound is evaluated for Amplify and Forward based SM-NSTBC scheme.
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Chapter 5

Design and performance analysis of
cooperative SM-NSTBC with amplify and
forward relaying

1 In this chapter, the design and analysis of a cooperative communication system is ex-

plored. The performance of SM-NSTBC for amplify and forward (AF) MIMO system

has been presented. We have proposed a technique in which an amplify and forward

cooperative communication link and a direct link are suitably combined to yield supe-

rior performance over state of the art SM scheme. The performance of the proposed

scheme is quantified by deriving the closed-form expression for average bit error rate

(ABER) of this composite link over Rayleigh fading environment. There is a close cor-

respondence between the derived analytical result and the simulation values obtained.

Furthermore, an expression for the outage probability has been derived for the proposed

system. The analytic and the simulation results show that the proposed composite SM-

NSTBC scheme with amplify and forward relaying achieves a performance improve-

ment of∼ 2 dB when compared to conventional SM-NSTBC scheme and a performance

improvement of ∼ 3 dB over cooperative STBC-SM scheme.

5.1 Introduction

As the science and technology of wireless communication evolves beyond 5G, many

communication strategies including peer to peer communication would have to be de-

1Godkhindi Shrutkirthi S., et al., Design and performance analysis of cooperative SM-NSTBC with
amplify and forward relaying, IEEE Transactions on Wireless Communications (Under Review)
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signed and deployed. Applications such as video streaming, navigation, emergency

communication have led to a tremendous increase in the demand for higher data rates,

increased integrity of information transfer, spectral and power efficiency in wireless

communication systems. This requirement in turn has motivated researchers to propose

a number of innovative schemes which can yield higher data rates with enhanced data

integrity at the same time without compromising on the need to conserve spectrum and

transmit energy [Laneman and Wornell (2000), Kramer et al. (2005)]. Future beyond-

5G technologies will involve communication strategies such as cooperative commu-

nications in which the nodes cooperate with each other to convey information from

source to the desired destination with high levels of information integrity. Communica-

tion between two distant points on the globe will invariably require the use of multiple

nodes. There exists a need to develop strategies which can work in a network involving

multiple nodes and deliver enhanced quality of service from source to destination. Co-

operative communication with antenna indexing is one novel strategy, in which one or

more relays are utilized effectively to enhance the signal quality at the destination node.

Such systems offer advantage of high diversity gain due to the ability of forming virtual

multiple-input multiple-output (MIMO) transmit and receive systems [Öztoprak et al.

(2017)]. The relay nodes present in the geographical locations between the transmit

and receive nodes assist the source in communicating effectively with the destination.

This is due to the fact that multiple replicas of signal are received at the destination

and hence the reliability of communication process is enhanced [Laneman and Wor-

nell (2000), Nosratinia et al. (2004)]. The advantages of cooperative communication

and MIMO techniques have motivated researchers to explore the field of cooperative

MIMO systems to achieve increased network coverage and higher spectral efficiency

for wireless systems of the future. The setup of multiple antennas at transmitter and/or

receiver is not always attainable in all applications due to the limitation of hardware size

and cost. For such scenarios, multiple relays can be employed to form a virtual MIMO

system.

This concept of cooperative relay based communication has attracted the attention

of many researchers, as it has the potential to provide higher reliability, greater net-
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work coverage, higher data rates and reduced bit error rates (BER) over fading channels

[Varshney et al. (2016)]. Two of the most widely employed relay cooperative techniques

are amplify-and-forward (AF) which is non-regenerative and decode-and-forward (DF)

which is regenerative. In the DF relaying technique the decoded signal at the relay

node is re-transmitted without any verification from the source, leading to higher prob-

ability of degradation of overall ABER due to decoding inaccuracy under poor channel

conditions.

A dual hop strategy involving SM combined with DF was presented by Serafimovski

et al. in [Serafimovski et al. (2011)]. In this work the spatial domain of dual-hop has

been utilized to transmit additional information bits. DF relaying for Space Shift Keying

was presented with coherent and non-coherent relay selection in [Sugiura et al. (2011)],

where, the authors utilize matrix dispersion method to activate one of the relays in the

system. In [Yang et al. (2011)], the concept of cooperative space-time Space Shift Key-

ing with AF relaying was demonstrated with large number of transmit antennas and a

single relay. A scenario in which the source sends information to relay as well as to

the destination in single time phase has been proposed by Mesleh et al.[Mesleh et al.

(2012)]. Further, Mesleh et.al have determined and analyzed the performance of SM

with multiple decode and forward relaying. In this scheme, the decoded signal at relay

is forwarded to destination by use of predetermined orthogonal channels [Mesleh and

Ikki (2013)]. A system with multiple transmit antennas, a single antenna at the relay

node and destination for dual-hop SSK was presented in [Mesleh et al. (2011)]. This

approach employs amplify and forward relaying. A mathematical analysis resulting in

the determination of exact ABER for a SSK system with DF relaying and multiple an-

tenna configuration at source, relay nodes and destination was provided in [Som and

Chockalingam (2013)]. A comparative study of both AF and DF relaying for SM sys-

tem with multiple antenna configuration at source, multiple relays and destination was

discussed in [Altın et al. (2017)]. The performance of a cooperative communication

scheme through a direct link between the source and destination in addition to the AF

link is analyzed and a new low complexity relay selection is presented in [Öztoprak

et al. (2017)].
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Varshney et al. in [Varshney et al. (2015)] have presented a cooperative commu-

nication scheme with a single/multiple relay employing a MIMO Space Time Block

Code with decode-and-forward technique. The performance of both single and multi-

ple relay configuration has been evaluated in the above paper. In addition, the concept

of STBC-SM cooperative communication with selective decode-and-forward technique

over spatially correlated environment has also been studied. Optimal power allocation

between source and relay was also explored in [Varshney et al. (2016)]. The concept

of spectrum sharing technique for SM and STBC-SM has been presented in [Babaei

et al. (2016)]. The analysis of capacity and the outage probability of a cooperative SM

scheme for both DF and AF relaying scheme is provided in [Altın et al. (2016)].

An extensive study of cooperative communication over SM and STBC has inspired

us to conceptualize an arrangement of cooperative communication operating along with

Spatially Modulated Non-orthogonal Space Time Block Codes (SM-NSTBC). To the

best of author’s knowledge, the concept of relaying working in conjunction with Non-

orthogonal designs has not been investigated so far. We have proposed a novel trans-

mission system of a cooperative SM-NSTBC amplify and forward scheme comprising

of a single relay working in tandem with the direct link. We have named it as Spatially

Modulated Non-Orthogonal Space Time Block Code with Amplify and Forward relay-

ing (SM-NSTBC-AF). The outage probability of the proposed scheme is evaluated. An

upper bound on the ABER has been derived and the performance of the scheme has

been compared with that of conventional SM-NSTBC and cooperative STBC-SM in

Rayleigh fading environment.

The remaining part of the chapter is organized as follows: Section 5.2, presents the

description of the system and channel model of the proposed cooperative SM-NSTBC

scheme. Section 5.3, describes the design of the proposed Cooperative Spatially Mod-

ulated Non-orthogonal Space Time Block Code scheme with amplify and forward re-

laying (SM-NSTBC-AF) technique. In Section 5.4, a detailed analysis of the analytical

upper bound on the average bit error rate (ABER) has been presented. In Section 5.5 the

outage probability of the SM-NSTBC-AF scheme is presented. In Section 5.6, Monte-

Carlo simulation results which present the variation of ABER as a function of SNR
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has been presented. The chapter is concluded in Section 5.7 with a discussion on the

significance of the results presented with other standard SM techniques.

Notation: Throughout this paper, matrices and vectors are represented by bold up-

percase and lowercase alphabets. Here,XT is the transpose of the matrix X, b · c rep-

resents the floor operator, ||·||2F is the Frobenius norm and E{·} is the expectation of a

matrix. Other notations and abbreviations are given below in Table 5.1.

Table 5.1 Abbreviations and Notations

SM Spatial Modulation

NSTBC Non-orthogonal Space Time Block Code

AF Amplify and Forward

GF Galois Field

ABER Average Bit Error Rate

DF Decode and Forward

SMX Spatial Multiplexing

SSK Space Shift Keying

GFFT Galois Field Fourier Transform

IGFFT Inverse Galois Field Fourier Transform

CSI Channel State Information

ML Maximum Likelihood

PEP Pairwise Error Probability

Ns Number of source antennas

Na Number of active transmit antennas

Nre Number of relay antennas

Nd Number of destination antennas

Cm×m Full rank codeword matrix

X Spatially modulated codeword matrix

H Channel Matrix

HSR Source to relay channel matrix

HSD Source to destination channel matrix

HRD Relay to destination channel matrix

YSR Received vector from source to relay

YSD Received vector from source to destination channel matrix

YRD Received vector from relay to destination

Pout Outage Probability

η Spectral Efficiency

5.2 System Model

A cooperative SM-NSTBC amplify-and forward relaying technique (SM-NSTBC-AF)

employing a single relay with multiple antennas is considered in this work. The pro-

posed system consists of multiple transmit antennas at the source and relay, as well as

multiple receive antennas at relay and the destination. Here the number of transmits

antenna at the source is denoted as Ns, the number of antennas at relay is represented

by Nre and Nd denotes the number of antennas at the destination.

In the proposed scheme, antenna indexing is considered at the source node. The

number of active transmit antennas at the source is Na such that (1 ≤ Na ≤ Ns). The
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transmission of information signal occurs in two steps. In the first step, a spatially mod-

ulated full rank NSTBC codeword is broadcasted from the source to relay and source

to destination. In the second step, the information received at the relay is amplified and

further transmitted to the destination. The design of SM-NSTBC employed was de-

scribed in chapter 3. In section 5.3 the concept and design of cooperative SM-NSTBC

with amplify-and-forward relaying technique has been demonstrated.

5.3 Proposed Cooperative SM-NSTBC with Amplify and Forward
relaying Scheme

Figure 5.1 Block diagram of the proposed cooperative SM-NSTBC-AF scheme.

Figure 5.1 gives the block description of the proposed cooperative Spatially Modu-

lated Non-orthogonal Space Time Block Code with amplify and forward relaying (SM-

NSTBC-AF). In the proposed scheme, the total transmission of information from source

to destination occurs in two phases. The process begins with a sequences of informa-

tion bits being mapped to a specific full rank NSTBC codeword matrix. This codeword

is spatially modulated and transmitted from the source. As we are employing an SM-

NSTBC scheme, antenna selection indexing has been incorporated. A set of symbols

determine the selection of Na number of transmit active antennas out of Ns total num-

ber of source antennas. The remaining symbols are conventionally radiated using the

active antennas. In the first phase, the SM-NSTBC codeword matrix is transmitted by
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the source to both relay node and to the destination node. This results in the creation of

a cooperative link through the relay and a direct link from source to destination.

In the second phase, the received signal at the relay is amplified and radiated towards

the destination. The entire series of steps involved in the proposed SM-NSTBC-AF

technique is described in the following algorithm 5. In our constructions, the maximum

number of active antennas employed is 4. This scheme can be generalized for any

number of active transmit antennas.

Algorithm 5 Cooperative SM-NSTBC-AF technique
1: Start
2: Step 1: Compute the set of qm full rank SM-NSTBC Codewords
3: Group the information bits into block of blog2 (q

m)c bits
4: Map each blog2 (q

m)c length bit sequence to a corresponding full rank codeword
matrix Cm×m ∈ GF(q)

5: Consider column-wise selection of m×m codeword matrix to obtain antenna se-
lection symbols and symbols to be radiated.

6: Acquire antenna selection matrix [C1]m/2×m and the symbol radiation matrix
[C2]m/2×m.

7: Step 2: for count=1:number of time slots for full codeword transmission
8: Step 3: Select the active antenna pattern
9: [C1]m/2×m→ Ti ∈ {T1,T2, · · · ,Tk} (1≤ i≤ k)

10: Step 4: Mapping of Information symbols: C[i(1)i(2) · · · i(2m)]
11: Define map ϕ : [C2]m/2×m→ ℑ(C)

12: Obtain suitable rank preserving map S = ϕ(C2)
13: Step 5: Get the full SM-NSTBC codeword X ∈ CNs×T

14: Step 6: Phase 1:
15: The information is radiated from source
16: Ysr =

√
Es/NaHSRX+Nsr ; Ysr: vector of received symbol at relay, HSR is

the channel matrix from source to relay
17: Ysd =

√
Es/NaHSDX+Nsd ; Ysd: vector of received symbol at destination,

HSD is the channel matrix from source to destination
18: Step 7: Phase 2:
19: Step 8: The amplified information is transmitted by the relay and received at desti-

nation.
20: Yrd = G

√
Er/NreHRDYsr +Nrd ; Yrd vector of received symbol at destination

from relay, HRD is the channel matrix from relay to destination
21: Step 9: At destination ML detection is applied to estimate information
22: end

In cooperative SM-NSTBC-AF, the total number of active transmit antenna is Na

such that (1 < Na ≤ Ns). The total number of activation patterns possible when Na
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number of antennas out of Ns source antennas are activated is given by k =
(Ns

Na

)
. The

procedure to select active antenna depends on the information bits to be transmitted.

This process has been described in chapter 3. There are two modes of antenna selection

employed for SM-NSTBC as descried below.

• If the number of active antennas is 2, each column is selected one by one over

individual time slots. The elements A0, j and A1, j are used to select the active

antennas while the symbols A2, j,A3, j, are radiated conventionally.

• If the number of active antennas is equal to 4, two columns are selected one by

one over one time slot. The elements A0, j,A0, j+1 and A1, j,A1, j+1 are used to

select the active antennas while the symbols A2, j,A2, j+1, · · · ,A3, j,A3, j+1, ( j is an

odd integer ranging from 0 to (m−1)) are radiated conventionally.

The working procedure of the proposed SM-NSTBC-AF scheme has been given

in Algorithm 5. At the source, a block of blog2 (q
m)c incoming binary bit-stream is

considered for processing at a time. This block of information bits is mapped to a

specific full rank codeword matrix from the chosen Cyclic code. The obtained codeword

which is a m× n matrix is then punctured by dropping dependent columns to obtain a

full rank m×m codeword matrices. The antenna selection symbols and the radiated

symbols are then selected from the codeword matrix. The process of selecting the

active antennas is performed column-wise. The elements of upper two rows of 4×

4 codeword matrix are used to select one of the k antenna selection patterns, given

by {T1,T2, · · · ,Tk}, where k represents the total number of antenna activation patterns.

Once antenna selection is completed, the elements of lower two rows are modulated

using suitable rank-preserving maps to obtain SM-NSTBC codeword X ∈ CNs×T .

Let X be the spatially modulated codeword matrix such that X ∈ CNs×T . Here, T

represents the number of time slots required to transmit the whole codeword matrix. In

the first phase, the spatially modulated full rank NSTBC is radiated from source to relay

and the destination. The signal received in the relay node and the destination at the end

of first phase are described in Equations (5.1) and (5.2) respectively.

Ysr =

√
Es

Na
HSRX+Nsr (5.1)
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Ysd =

√
Es

Na
HSDX+Nsd (5.2)

Here, Es is the symbol energy, Na is the total number of active antennas, HSR ∈

CNre×Ns is the channel matrix from source to relay and HSD ∈ CNd×Ns is the channel

matrix from source to destination respectively. Nsr ∈ CNre×T and Nsd ∈ CNd×T are

independent identically distributed (i.i.d) additive white Gaussian Noise (AWGN) given

as C N (0,N0), Ysr ∈CNre×T is the received signal at the relay and Ysd ∈CNd×T is the

received signal at destination in first time phase.

In the second phase, the signal received at the relay is amplified and transmitted to

the final destination.

Yrd = G

√
Er

Nre
HRDYsr +Nrd (5.3)

Here Yrd ∈CNre×T is the received signal and Nrd ∈CNre×T is the circularly symmet-

ric complex independent and identically distributed additive white Gaussian noise (i.i.d

AWGN). Here G =
√

1/(Nre(Es +N0)) is the amplification factor at the relay, where√
1/Nre in G is the scaling factor for transmit energy normalization. Substituting the

value of Ysr we get,

Yrd = G

√
Er

Nre
HRD(

√
Es

Na
HSRX+Nsr)+Nrd (5.4)

Yrd = G

√
EsEr

NaNre
HRDHSRX+HRDNsr +Nrd (5.5)

Here Nr is Gaussian noise value from the first phase, after noise normalization,

the total noise is considered as Ñ = HRDNsr +Nrd . Ñ is the complex value Gaussian

variable given by C N (0,N0). Perfect channel state information (CSI) is assumed to

be available at the destination. Considering noise normalization at destination as given

in [Öztoprak et al. (2017)], the composite signal received at the destination is given by

the Equation (5.6).

Yrd = A HRDHSRX+ Ñ (5.6)

where A =
√

EsErG2

NaNreEr||g||2+1 , and g is the complex channel path gain between relay
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and the destination.

Detection: At the destination, the signal received from source as direct link in first

phase and signal received from relay in second phase both are compared as given in

Equation (5.7).

X̂ = argmin{||(Yrd−A HRDHSRX̃)||2F + ||(Ysd−
√

Es/NaHSDX̃)||2F} (5.7)

Here, X̂ is the estimated codeword and X̃ is the set of all possible values codewords.

In the following section the performance analysis of proposed cooperative SM-

NSTBC-AF scheme is provided.

5.4 Analytical ABER Evaluation

A detailed description of closed-form ABER expression corresponding to the proposed

SM-NSTBC-AF is given in this section. Analytical upper bound is derived following

the outline provided in [Simon and Alouini (2005)].

ABERSM ≤
1

2blog2 qmc2η

2blog2 qmc

∑
i=1

2blog2 qmc

∑
j=1

d(X, X̂)E{P(X→ X̂)} (5.8)

Here, η is the spectral efficiency of the proposed scheme, d(X, X̂) is the number of

non-zero elements of the difference matrix of X− X̂. (P(X→ X̂)) is the pairwise error

probability (PEP) of detecting X̂ when X is transmitted for a given channel.

As there are two signal components received at the destination, the process of max-

imum likelihood (ML) detection has been employed as shown in Equation (5.8). The

pairwise error probability is specified in Equation (5.9). It follows that,

P(X→ X̂|HSR,HSD,HRD) = Pr
(
||(Yrd−A HRDHSRX)||2F + ||(Ysd−

√
Es/NaHSDX)||2F

> ||(Yrd−A HRDHSRX̂)||2F + ||(Ysd−
√

Es/NaHSDX̂)||2F
)

(5.9)

P(X→ X̂|HSR,HSD,HRD) =

Pr
(
||((A HRDHSRX+ Ñ)−A HRDHSRX)||2F + ||((

√
Es/N0HSDX+Nsd)−

√
Es/NaHSDX)||2F

> ||((A HRDHSRX+ Ñ)−A HRDHSRX̂)||2F + ||((
√

Es/N0HSDX+Nsd)−
√

Es/NaHSDX̂)||2F
)

(5.10)
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For simplicity, consider γSD ∆
=
√

ρ

2 ||HSD(X− X̂)||2F , here ρ is the signal to noise

ratio. Similarly let γSRD be the Frobenius norm value of the cooperative path from

source to relay and then forwarded to destination.

The pairwise error probability is evaluated using [Altın et al. (2017), Öztoprak et al.

(2017)]:

P(X→ X̂) = Q
(√

γSD + γSRD

)
(5.11)

Here Q(·) = 1√
2π

∫
∞

x exp(−y2/2)dy. Using the approach given in [Öztoprak et al.

(2017)], and averaging the value of HSD,HSR,HRD, and following the moment generat-

ing function as described in [Simon and Alouini (2005)], the unconditional PEP upper

bound can be described as presented in Equation (5.12). This is obtained by the use of

Craig representation of the Q function and moment generating function.

P(X→ X̂)≤ E
{

Q
(√

γSD + γSRD

)}
=

1
π

∫ π

2

0
MγSD

(
ρ

4sin2θ

)
MγSRD

(
ρ

4sin2θ

)
dθ

(5.12)

Here Mx is the moment generating function of x and the gamma distribution is used

to approximate the argument of x. The probability density function (PDF) of x is given

by Equation (5.13) [Öztoprak et al. (2017), Simon and Alouini (2005)].

fγSD(x) =
xNreNd−1

(ES/N0)
NreNd Γ(NreNd)

e
−x

(ES/N0) (5.13)

Using Equation (5.13), the expectation of PEP is obtained by the use of moment

generating function [Simon and Alouini (2005)].

E{P(X→ X̂)} ≤ 1
π

∫ π

2

0

L

∏
l=1

 1

1+
ρλi, jl
4sin2θ

Nd
L

∏
l=1

 1

1+
ρλm,nl
4sin2θ

Nmin

dθ (5.14)

here, L = 4 and λi, jl are the Eigenvalues of the distance matrix (X− X̂)
H
(X− X̂) of

direct link from source to destination, λm,nl are the Eigenvalues of the distance matrix

obtained by the cooperative link from source to relay and forwarded to destination and

Nmin = Nre if Nre < Nd otherwise Nmin = Nd . Let cl =
ρλi, jl

4 and kl =
ρλm,nl

4 . The closed

form solution for PEP can be obtained from [Simon and Alouini (2005)] is given below
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EH{P(X→ X̂)} ≤ 1
2

L

∏
l=1

1

(1+ cl)
Nd

L

∏
l=1

1

(1+ kl)
Nmin

(5.15)

Thus the analytical upper bound on the Average Bit Error Rate (ABER) is calculated as

given in Equation (5.16).

ABERSM ≤
1

2blog2 qmc4η

2blog2 qmc

∑
i=1

2blog2 qmc

∑
j=1

d(X− X̂)
L

∏
l=1

1

(1+ cl)
Nd

L

∏
l=1

1

(1+ kl)
Nmin

(5.16)

In the following section the outage probability for the proposed system is evaluated.

5.5 Outage Probability

The amplify and forward relaying generates a total of two complex Gaussian noise

distributions at the destination each with varying noise levels [Laneman et al. (2004)].

The fading coefficient from source to relay, relay to destination and source to destination

is given by hSR
min,h

RD
min and hSD

min respectively. The outage probability in terms of fading

coefficients are given by

Pout = Pr{|hSD
min|2+

1
ρ

f
(

ρ|hSR
min|2,ρ|hRD

min|2
)
≤ γth} (5.17)

Here γth is the threshold SNR, f (x,y) = xy
x+y+Cs

and Cs is a constant, when Cs = 1 the

noise variance is considered to be available at the relay node and when Cs = 0, indicates

no noise variance at the relay [Yeoh et al. (2011)]. The moment generating function of

the direct link is given as:

MγSD(s) = (1+ s(Es/N0))
−Nd (5.18)

For the dual hop link, the cumulative distribution function (CDF) for source to relay

is defined as

FγSR(x) = 1− e−
kx
Ps (5.19)

Here k =
(Ns

Na

)
and Ps = Es/N0. From [Öztoprak et al. (2017)], the complete CDF of

dual hop link from source to relay and relay to destination is given by

FγSRD(x) =
∫

∞

0
FγSR

(
x+ y+Cs

xy

)
fγRD(y)dy (5.20)

Here fγRD(y) is the PDF of γRD, and γRD is the chi-square random variable. The final
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outage probability is denoted by Pr{z≤ γth}=FγSRD(γth), where z=Ps|hSD
min|2+Pr|hRD

min|2

and Ps,Pr represents the power from source to destination and from relay to destination

respectively. Substituting Equations (5.19) and (5.13) in (5.20), the outage probability

for the proposed system is calculated as shown in Equation (5.21)

Pr{z≤ γth}= 1
(2Ps)

NreNd Γ(NreNd)[∫
∞

0
yNreNd−1e−(

y
2Pr )dy−

∫
∞

0
e−

k
Ps

(
1
y+

1
γth

+ Cs
γthy

)
yNreNd−1e−

k
γthPs dy

]
(5.21)

Using (Equation 3.471.9 of [Gradshteyn et al. (2007)]) the final outage probability

is given by,

Pr{z≤ γth}= 1− 2e−
k

Psγth

(2Ps)NreNd Γ(NreNd)

2Psk
(

1+ Cs
γth

)
Ps


NreNd

2

KNreNd

√2k(1+ Cs
γth
)

PrPs


(5.22)

Here, Kx(·) is the modified Bessel function of second kind and xth order.

Figure 5.2 Outage Probability of the proposed SM-NSTBC-AF scheme

Figure 5.2 gives the 3D plot of outage probability for the proposed SM-NSTBC-
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AF scheme. Where, X-axis represents the average signal to noise ratio (SNR), Y-axis

portrays the threshold SNR and Z-axis shows the outage probability of the system. The

value of γth varies from 0 dB to 10 dB. The antenna selection error at higher values of

SNR is less, hence the outage probability performance is improved.

5.6 Simulation Results
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Figure 5.3 ABER performance of cooperative SM-NSTBC-AF scheme for (Ns =
4,Nd = 4,Nre = 4,Na = 2) over q = 5,7,13,17.

This section demonstrates the Monte-Carlo simulation results of the proposed SM-

NSTBC-AF scheme for different values of Ns and Na. All performance comparison

are carried out for a ABER value of 10−5. Monte Carlo simulations reveal that for a

Rayleigh fading channel and at a given value of spectral efficiency, the proposed coop-

erative SM-NSTBC scheme outperforms cooperative STBC-SM schemes, cooperative

SM and conventional SM-NSTBC schemes by ∼ 3 dB, ∼ 5 dB and ∼ 2 dB respec-

tively. The notation of C(Ns,Nd,Nre,Na) is used throughout the chapter to represent a

proposed SM-NSTBC-AF scheme where Ns represents the number of source antenna,

Nd denotes the number of destination antenna, Nre denotes the number of relay antenna
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and Na represents the number of active antenna at source.

In Figure 5.3, the ABER plots of cooperative SM-NSTBC with Ns = 4, Nd = 4

and Na = 2 configuration and Nre = 4 has been depicted. A theoretical upper bound

is shown in order to verify the correctness of the Monte-Carlo simulations. A close

correspondence between the Analytical upper bound and simulation results is observed

for SNR value of 6 dB and above. Simulation results are demonstrated for codewords

obtained over GF(5),GF(7),GF(13) and GF(17). The spectral efficiency achieved for

a system which utilizes C(Ns = 4,Nd = 4,Nre = 4,Na = 2) is 2.25 bpcu for q = 5, 2.75

bpcu for q = 7, 3.5 bpcu for q = 13, and 4.0 bpcu is obtained for q = 17.
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Figure 5.4 ABER performance of cooperative SM-NSTBC-AF for q = 5,7,13,17 for
(Ns = 6,Nd = 4,Nre = 4,Na = 4) and (Ns = 8,Nd = 4,Nre = 4,Na = 4).

Figure 5.4, demonstrates the simulation results for a proposed cooperative SM-

NSTBC-AF system which employs C(6,4,4,4) and C(8,4,4,4) antenna configurations.

The codes derived from extension fields GF(q),q = 5,7,13,17 which yields a spectral

efficiencies of 4.5 bpcu, 5.5 bpcu, 7 bpcu and 8.0 bpcu respectively. When the constel-

lation is dense, the additional diversity provided by the increased number of transmit

antennas in the C(8,4,4,4) scheme over the C(6,4,4,4) scheme yields a significant

improvement in ABER performance.
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Figure 5.5 ABER performance comparison of SM-NSTBC (Ns = 8,Nd = 4,Na = 4)
and cooperative SM-NSTBC-AF scheme with (Ns = 8,Nd = 4,Nre = 4,Na = 4) for
q = 5,7,13,17.

In Figure 5.5, the comparison of conventional SM-NSTBC scheme with the pro-

posed SM-NSTBC-AF is shown. The simulation results demonstrate that the proposed

SM-NSTBC-AF scheme achieves a performance improvement of approximately 1 dB

with codewords derived over GF(5), GF(7) and a performance improvement of ∼ 2

dB over GF(13) and GF(17). The spectral efficiency achieved by both the schemes is

same for codewords over GF(q) for q = {5,7,13,17} i.e., 4.5 bpcu, 5.5 bpcu, 7 bpcu

and 8 bpcu respectively.

Figure 5.6, shows the ABER comparison of the cooperative SM-NSTBC-AF with

cooperative SM and cooperative STBC-SM with AF relaying. This scheme of coopera-

tive STBC-SM is designed by incorporating STBC-SM as given in [Basar et al. (2011)]

and by adding suitable cooperative AF relaying technique. Similarly cooperative SM

is designed as given in [Mesleh et al. (2008)]. The cooperative STBC-SM scheme and

cooperative SM scheme achieves a spectral efficiency of 5 bpcu. The spectral efficiency

of the proposed scheme achieves 5.5 bpcu for the codewords derived over GF(7). It is
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Figure 5.6 ABER performance comparison of cooperative STBC-SM, cooperative SM
at 5 bpcu and proposed SM-NSTBC-AF with spectral efficiency of 5.5 bpcu.

observed that the proposed cooperative SM-NSTBC scheme achieves a significant im-

provement of approximately 3 dB and 5 dB over cooperative STBC-SM and cooperative

SM schemes respectively.

5.7 Summary

In this chapter, the concept of cooperative amplify-and-forward communication for a

class of SM-NSTBC schemes and their performance over Rayleigh fading environment

has been designed and studied. The cooperative amplify-and-forward technique which

we have considered possess single relay with Nre nodes. In addition to the relayed dual-

hop link, a direct link between source and destination is also considered. The perfor-

mance of two SM-NSTBC-AF setups, namely C(Ns,4,4,4) (Ns = 6,8) and C(4,4,4,2)

has been studied. The outage probability for the proposed scheme is also evaluated.

An analytical upper bound on the Average Bit Error Rate (ABER) under conditions of

Rayleigh fading has been determined. Monte-Carlo simulations have been carried out

to quantify the performance of these codes. It is observed that proposed scheme outper-

forms cooperative STBC-SM schemes by∼ 3 dB and show a performance improvement

of ∼ 2 dB over conventional SM-NSTBC scheme. From the simulation results, it can
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be inferred that the proposed cooperative SM-NSTBC can be used as an alternative to

existing non orthogonal systems. The proposed schemes could be employed to ensure

integrity of information transfer in technologies such as communication links based on

unmanned aerial vehicle (UAV), high altitude platforms (HAP) and any communication

application involving a relay based MIMO scheme.

The next chapter discusses, the implementation of proposed SM-NSTBC scheme

in practical scenarios. High Altitude Platforms have recently gained attention because

they can be conveniently located and deployed to enable high data rates and reliable

communication. The propagation channel of HAP differs from traditional cellular en-

vironment. In the next chapter the channel parameters and system model of HAP com-

munication link has been discussed. Further the performance of the proposed scheme is

analyzed for a spatially correlated scenario with Imperfect Channel State Information

(Imp-CSI).
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Chapter 6

Performance of SM-NSTBC and variants for
High Altitude Platform environment

1, 2 In this chapter, the design and model of a High Altitude Platform (HAP) com-

munication system is presented. High Altitude platforms can support systems that can

provide quick deployment with the convenience of relocation, quick service and can

provide high quality of service. The performance of SM-NSTBC scheme for High Al-

titude Platform (HAP) communication systems is designed and analyzed. In order to

obtain higher spectral efficiencies in terms of data rate, NSTBC schemes have been

devised. SM-NSTBC gives an improvement in the ABER performance of ∼ 3 dB as

compared to other conventional STBC-SM schemes given in literature. Monte Carlo

simulations have been performed to validate the results. Furthermore, the performance

is analyzed for a correlated High Altitude Platform (HAP) MIMO system in the pres-

ence of Perfect and Imperfect Channel State Information (Imp-CSI) availability. It is

observed that the proposed SM-NSTBC scheme has a higher BER performance in com-

parison to conventionally existing STBC-SM and SM-OSTBC schemes. Monte-Carlo

simulations have been performed to validate the claims.

1Godkhindi Shrutkirthi S., et al., A MIMO SM-NSTBC scheme for High Altitude Platform communi-
cation systems: Study and Analysis.”. 6th International Conference on Signal Processing and Integrated
Networks (SPIN-2019), IEEE

2Godkhindi Shrutkirthi S., et al.,“Performance of SM-NSTBC for correlated HAP fading channels
with Imperfect-CSI. ", International Conference on Optical and Wireless Technologies (OWT-2019),
Springer proceedings
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6.1 Introduction

The primary objective of mobile communication systems is to provide uninterrupted

services over a large coverage area. With the proliferation of smart phone usage in ev-

ery section of society, there is a huge demand for very high data rates along with high

quality of service (QoS) even at every corner/edge of the cell boundary. Meeting this

demand for high data transfer speeds is a challenging task as there are severe constraints

on the bandwidth that is available to a service provider. Providing QoS along with high

data transfer rates in areas such as remote localities, highly crowded gatherings, re-

gions characterized by shadowing due to natural or man made obstructions, locations

where people gather temporarily (like stadiums) is highly challenging. Deploying an

additional temporary base station in these areas is not a cost effective or a practical

choice. One of the easiest means to overcome these challenges is to employ High alti-

tude platforms (HAPs), as it has been determined that repeaters mounted on HAPs are

an effective solution to the problem of assuring high data rates with appropriate QoS

values [Mohammed et al. (2011)]. Due to the quick restoration feature of HAPs, they

have been proven to be one of the most effective makeshift frameworks for next gen-

eration wireless systems. The use of HAPs as Air to Ground (A-to-G) communication

link has the potential to provide extensive support for wide applications such as intelli-

gent transport systems, provision of high rate data transfer in moving trains (high speed

platforms), navigation applications, military use, provision of relief in emergency con-

ditions such as earth-quake or floods and temporary arrangements in stadiums where a

huge crowd is expected for a very limited amount of time [Zajic (2012)]. HAPs allow

quick deployment as base stations and also as “airborne cellular links”. Some of the

examples of existing HAPs are “Google balloon” from Google and “Internet from sky”

of Facebook.

Accurate characterization of the channel model is one of the key features in estab-

lishing a reliable and high speed communication link. The statistical attributes of a

HAP channel plays an indispensable role in achieving high data rates. The propagation

medium of a HAP link differs from conventional terrestrial cellular communication sys-

tems. To design the appropriate architecture for high speed and reliable communication,
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(a) (b)

Figure 6.1 HAP-MIMO communication link

an in-depth understanding of channel parameters influencing the HAP link is desired.

The HAP communication link is mainly affected by three effects, namely, reflection,

diffraction and scattering. These disruptions are created by the presence of tall build-

ings, mountains, trees and other environmental factors [Zajic (2012)]. This leads the

transmitted signal to undergo different delays, rapid variations in terms of amplitudes

and phase, causing a composite multipath signal to be received at the receiving end.

HAP-MIMO has wide range of advantages since it allows elevated connectivity in

regions where conventional mobile connections may not provide high efficiency and

reliability. HAP communication is a cost effective technique which possesses the ad-

vantages of easy installation and fast access [Mozaffari et al. (2019)]. Incorporating

MIMO techniques enhances the usage of HAP in terms of both capacity and coding

gain. Another important benefit that exists by employing SM-MIMO system is energy

efficiency. Therefore, the design and synthesis of energy efficient schemes that can pro-

vide useful BERs under conditions of severe channel fading is an important requirement

expected of modern wireless (5G) communication systems.

In this chapter the Spatially modulated Non-orthogonal Space Time Block Codes

derived from full rank Cyclic codes is designed and evaluated for the HAP-MIMO
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environments. The major contribution of this chapter is as follows:

• The design of a HAP environment is explored. The HAP channel is composed

of both Line-of-Sight (LoS) and Non-Line-of-Sight (NLoS) components. The

channel parameters also depend on the distance of HAP from the ground surface,

the angle of departure and arrival of the signal.

• The BER performance of full rank SM-NSTBC is analyzed and compared with

STBC-SM and SM-OSTBC.

• Further the scenario of Imperfect Channel State Information in considered. It is

observed that the proposed SM-NSTBC out performs SM-OSTBC and STBC-

SM systems in both Perfect as well as Imperfect CSI environments.

Notation: Throughout this paper, matrices and vectors are represented by bold up-

percase and lowercase alphabets. Table 6.1 provides the list of all abbreviations and

notations used in this chapter.

Table 6.1 Abbreviations and Notations

UAV Unmanned Ariel Vehicle

HAP High Altitude Platform

LoS Line of Sight

NLoS Non-line of Sight

SM Spatial Modulation

NSTBC Non-orthogonal Space Time Block Code

GF Galois Field

CSI Channel State Information

Imp-CSI Imperfect Channel State Information

ABER Average Bit Error Rate

ML Maximum Likelihood

PEP Pairwise Error Probability

X Transmitted matrix

Y Received matrix

H Channel Matrix

K Rician factor

θA Angle of Arrival

θD Angle of Departure

λ Wavelength of signal

dR Antenna spacing in the receiver array

dT−R Antenna spacing between Tx and Rx antenna

η Spectral Efficiency

RRx Receiver correlation matrix

RT x Transmitter correlation matrix

H̃ Estimated channel matrix

e Channel estimation error matrix
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6.2 System Model

A HAP-MIMO communication system with Nt transmit antennas, Na active transmit

antennas and Nr receive antennas is considered in our analysis. The main difference

in HAP-MIMO communication and conventional terrestrial communication is the exis-

tence of line of sight (LoS) communication path. A slow varying, flat fading scenario

is used to model the LoS component of HAP-MIMO communication system. The re-

ceived signal has the form as given in Equation (6.1).

Y = HX+n (6.1)

where, X represents the transmitted vector such that X ∈ C Nt×T , the received signal

is given by Y such that Y∈C Nr×T , H is the channel matrix of HAP-MIMO communica-

tion and n is the circularly symmetric complex independent and identically distributed

Gaussian noise with zero mean and unit variance CN (0,1). The channel matrix H is

described in the following sub-section.

6.2.1 Channel Model

The signal obtained at the receiver is the envelope created by the superposition of both

line of sight (LoS) and non-line of sight (NLoS) components. The near optimum esti-

mate of HAP channel obtained by approximating its CDF and PDF resembles the Rician

distribution [Zajic (2012)]. The channel matrix of the HAP-MIMO system is given by

[Cho et al. (2010), Sudheesh et al. (2018)].

H =

√
K

1+K
HLoS +

√
1

1+K
HNLoS (6.2)

where H is a Nr×Nt channel matrix, with HLoS representing the line of sight compo-

nent (free space propagation loss). HNLoS represents the non-line of sight paths and K

represents the Rician factor which is given by Equation (6.3).

K =
σ2

LoS

σ2
NLoS

(6.3)
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here, σ2
LoS is the power of LoS and σ2

NLoS is the power of NLoS components. The HNLoS

matrix possesses channel coefficients due to the existence of non-line of sight compo-

nents, the effects of scattering, diffraction and reflections make the channel Rayleigh

distributed. While HLoS describes the line of sight component which depends on sev-

eral parameters such as Angle-of-Arrival (AoA) of the signal at receiving end, Angle-

of-Departure (AoD) at the transmitter. Considering the above statistical parameters the

HLoS matrix is defined as follows [Sudheesh et al. (2018)].

HLoS =



1

e j2π
dR
λ sin(θA)

...

e j2π
dR
λ
(M−1)sin(θA)





1

e j2π
dT−R

λ sin(θD)

...

e j2π
dT−R

λ
(N−1)sin(θD)



T

(6.4)

where, λ is the wavelength of the signal, dR is the antenna spacing in the receiver

array, dT−R represents the antenna spacing in the transmit and receive antenna, M = Nr,

N = Nt , θA gives the Angle-of-Arrival and θD is the Angle-of-Departure.

6.2.2 Signal Model

The signal model received at the receiver is given by

Y =

(√
K

1+K
HLoS +

√
1

1+K
HNLoS

)
X+n (6.5)

here K is the Rician factor as defined in Equation (6.3). In case of transmit and receive

correlation the channel matrix is considered as defined in Equation (6.5).

Spatial correlation: The mathematical analysis of spatial correlation can be given

by Kronecker channel model [Younis (2014)]. The spatially correlated channel matrix

Hc is given below.
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Hc = R1/2
Rx HR1/2

T x (6.6)

here RT x and RRx are transmitter correlation matrix and receiver correlation matrix, H

represents the HAP uncorrelated channel matrix. This correlated channel matrix can

also be obtained as Hc = vec(H)R1/2
s , here vec(H) is vectorization of H and Rs =

RRx
⊗

RT x, where
⊗

Kronecker product [Simha et al. (2017)]. The spatial correlation

between any two distinct antenna pairs depends on the product of corresponding trans-

mit and receive correlation elements. The detailed explanation of the spatial correlation

model which is being employed is described in Chapter 4.

6.2.3 Imperfect Channel Scenario

In practical scenarios, the channel conditions are not available at the receiver. Here we

have considered complete imperfect channel scenario [Alsmadi et al. (2018), Mesleh

and Ikki (2012)]

H = H̃+ e (6.7)

here, H̃ is the estimated channel matrix at the receiver and e is the channel estimation

error matrix. The coefficient ei, j ∼CN (0,σ2
e ), is the channel estimation error between

jth transmit antenna and ith receiver antenna.

The performance of SM-NSTBC is compared with STBC-SM and SM-OSTBC over

HAP-MIMO environment is demonstrated and is shown in section 6.3. The brief de-

scription of conventional STBC-SM and SM-OSTBC system models are as follows.

STBC-SM: The basic idea of Space time block coded spatial modulation was pre-

sented by [Basar et al. (2011)]. In STBC-SM, Alamouti’s STBC is incorporated in

the spatial domain. The on/off status of antenna carries information as a key property

of Spatial Modulation (SM) and information is transmitted through STBC. It is fur-

ther generalized for any number of transmit antennas. The performance improvement

is achieved by utilizing the diversity advantage and improvement in the spectral effi-

ciency is achieved by the additional information bits that are conveyed by the antenna

selection pattern.
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SM-OSTBC: The codewords employed in Spatially Modulated Orthogonal Space

Time Block Codes (SM-OSTBC) are obtained by multiplying orthogonal space time

block codes with spatial constellations [Le et al. (2014)]. This allows the SM-OSTBC to

fulfill the property of non-vanishing determinant which adds up in achieving a transmit

diversity of second order.

The following section gives the performance of SM-NSTBC, STBC-SM and SM-

OSTBC for uncorrelated and correlated HAP-MIMO environment.

6.3 Simulation results

In this section, HAP-MIMO system performance is evaluated through Monte-Carlo

simulations. The results presented in this section are for a frequency of 48 GHz. As the

distance of HAP is very high from the ground node (∼17 to 22 km) for communication,

the value of Angle-of-Arrival and Angle-of-Departure are considered to be in between

10◦−30◦ as mentioned in [Sudheesh et al. (2018)]. In our simulations, the performance

analysis of SM-NSTBC, STBC-SM and SM-OSTBC schemes are compared for an ef-

fective BER of 10−5. Further, the system representation of SM-NSTBC is given in

the form C(Nt ,Nr,Na). Where Nt ,Nr,Na are the number of transmit, receive and active

antennas respectively in the same order.

Figure 6.2 shows the performance of SM-NSTBC, with C(Nt = 4,Nr = 4,Na = 2).

The codewords obtained over GF(q),q = 5,7,13,17 yields a spectral efficiency (η)

of 2.322 bpcu, 2.807 bpcu, 3.701 bpcu and 4.087 bpcu respectively. Here, perfect

channel state information is assumed (CSIR) and the channel considered is quasi-static

flat uncorrelated HAP environment. Similarly in Figure 6.3, the spectral efficiency can

be increased by increasing the number of active antennas. The antenna configuration

shown in figure 6.3 is denoted by C(Nt = 6;Nr = 4;Na = 4) over GF(q),q = 5;7;13;17.

which yields a spectral efficiency of η = 4.643 bpcu, 5.614 bpcu, 7.4 bpcu and 8.17

bpcu respectively.

The ABER analysis for SM-NSTBC over GF(7), employing C(6,4,4) and C(8,4,4)

yields a spectral efficiency of η = 5.6 bpcu. The conventional SM-OSTBC [Le et al.
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Figure 6.2 BER performance of SM-NSTBC for HAP-MIMO, with (Nt = 4;Nr =
4;Na = 2) with η = 2.322 bpcu, 2.807 bpcu, 3.701 bpcu and 4.087 bpcu respectively.

(2014)] scheme with Nt = 16, Nr = 4 and Na = 4 produces a spectral efficiency of η = 6

bpcu and STBC-SM with the configurations of Nt = 4, Nr = 4 and Na = 2 employing

16-QAM produces a spectral efficiency of η = 5 bpcu have been compared in Figure

6.4. It is observed that SM-OSTBC achieves η = 6 bpcu but the total number of trans-

mit antennas required to achieve this spectral efficiency is 16, which is very large as

compared to SM-NSTBC which requires only 6 transmit antennas to achieve a total of

5.6 bpcu. A BER performance improvement of ∼ 3 dB over SM-OSTBC and ∼ 5 dB

in comparison to STBC-SM systems is achieved over a HAP-MIMO environment.

In Figure 6.5, the ABER performance of SM-NSTBC and SM-OSTBC schemes

have been compared. The proposed scheme uses C(6,4,4) and C(8,4,4) antenna con-

figurations to produce a spectral efficiency of η = 7.4 bpcu (using GF(13) Gaussian

map). On the contrary to obtain a spectral efficiency of 7.5 bpcu the SM-OSTBC

scheme utilizes C(10,4,4) configurations. It can be clearly observed that our proposed

SM-NSTBC scheme has a higher coding gain of ∼ 4.5 to 5 dB in comparison to SM-

OSTBC scheme over a HAP-MIMO environment.
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Figure 6.3 BER performance of SM-NSTBC for HAP-MIMO, with (Nt = 6;Nr =
4;Na = 4) with η = 4.643 bpcu, 5.614 bpcu, 7.4 bpcu and 8.17 bpcu respectively.
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Figure 6.4 BER performance of SM-NSTBC, STBC-SM and SM-OSTBC for a spectral
efficiency of 5.6 bpcu, 5 bpcu and 6 bpcu respectively.
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Figure 6.5 BER performance of SM-NSTBC and SM-OSTBC for a spectral efficiency
of 7.4 bpcu and 7.5 bpcu respectively.

In the succeeding part of the simulation section, we consider simulations under

Imperfect Channel State Information (Imp-CSI) availability over correlated fading sce-

nario. We have considered the channel estimation error given by σ2
e values such that

0≤ σ2
e ≤ 0.99. In order to understand and obtain the complete effect of Imperfect-CSI,

the value of σ2
e is kept fixed for all values of SNR (this is assumed in order to understand

the complete imperfectness of the manifested channel between source to relay and relay

to destination). For spatial correlated scenario the transmit antenna spacing of 0.1λ and

receiver antenna spacing of 0.5λ is considered [Mesleh et al. (2010)].

Figure 6.6 shows the performance of SM-NSTBC derived over GF(5) with C(Nt =

6,Nr = 4,Na = 4) yielding a spectral efficiency of 4.643 bpcu over correlated HAP-

MIMO environment for σ2
e = 0,0.5,0.9. Figure 6.7 gives the performance comparison

of SM-NSTBC and STBC-SM [Basar et al. (2011)] for spectral efficiency of (η = 4)

bpcu. Here we have considered two antenna configuration for the proposed SM-NSTBC

scheme derived over GF(17). The antenna configuration utilized here are C(6,4,2) and

C(4,4,2). It is observed that both antenna configurations of SM-NSTBC outperforms
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Figure 6.6 Performance of SM-NSTBC with C(6,4,4) over GF(5).
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Figure 6.7 Performance of SM-NSTBC and STBC-SM for η = 4 bpcu.

STBC-SM by ∼ 3 dB and ∼ 2 dB over correlated HAP-MIMO environment.
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Figure 6.8 BER Performance of SM-NSTBC for η = 5.5 and SM-OSTBC for η = 6
bpcu.
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Figure 6.9 Performance of SM-NSTBC and SM-OSTBC for η = 7.5 bpcu.

In Figure 6.8, the performance of proposed scheme is compared with SM-OSTBC

scheme [Le et al. (2014)]. The antenna configuration used for proposed scheme is
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C(8,4,4) and C(6,4,4) and the codewords are derived over GF(7). In Figure 6.8, SM-

OSTBC attains η = 6 bpcu for Nt = 16 which is very large when compared to proposed

SM-NSTBC which utilizes only Nt = 6 to achieve η = 5.6 bpcu and a performance

improvement of about ∼ 3 dB is observed.

In Figure 6.9, SM-NSTBC yields a spectral efficiency of η = 7.4 bpcu by incor-

porating the codewords derived over GF(13) and the SM-OSTBC achieves η = 7.5

with antenna configuration of C(10,4,4). The proposed SM-NSTBC outperforms SM-

OSTBC by approximately 4 dB with σ2
e = 0 and by 6 dB when σ2

e = 0.9. From figure

6.8 and figure 6.9, it can be noted that SM-NSTBC gives a performance improvement

over SM-OSTBC by approximately 5dB and approximately 3 dB over highly corre-

lated HAP-MIMO scenario for varying values of spectral efficiency. It is observed that

proposed scheme outperforms existing STBC-SM and SM-OSTBC scheme due to the

additional structure of codeword design.

Table 6.2 gives the performance comparison of various schemes over correlated

fading environment at BER value of 10−5.

Table 6.2 BER comparison values for various scheme with varying values of σ2
e

η Scheme σ2
e = 0 σ2

e = 0.5 σ2
e = 0.9

η = 4 SM-NSTBC 13 dB 16 dB 22 dB

STBC-SM 16.5 dB 18.5 dB 23.5 dB

η = 7.5 SM-NSTBC 17 dB 18.5 dB 26 dB

SM-OSTBC 21 dB 23 dB 30 dB

6.4 Summary

In this chapter a High Altitude Platform (HAP) MIMO channel is modeled. The per-

formance of full rank SM-NSTBC is proposed to provide reliable communication over

a uncorrelated and correlated HAP-MIMO environment. In order to estimate the per-

formance of these proposed codes, Monte-Carlo simulations have been performed over
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HAP-MIMO environment. It is observed that, the proposed SM-NSTBC achieves a

superior performance of at least 3 dB over SM-OSTBC and STBC-SM schemes for

varied spectral efficiencies. Further the correlated HAP-MIMO channel is considered

with Imperfect Channel State Information (Imp-CSI). A performance improvement of

approximately 2 to 5 dB is observed as compared to SM-OSTBC and STBC-SM for

varying spectral efficiencies and for varied values of Imp-CSI. We conclude that, this is

another promising technology which can be implemented in future wireless technolo-

gies.

Research work carried out till this chapter concentrate on the design of several SM-

NSTBC schemes. We have employed the full rank Cyclic codewords to obtain code-

word matrices satisfying the full rank property. In the next chapter, we further propose

novel implementation and design issues of Space Time (ST) designs derived from the

class of Abelian codes. In the succeeding chapter, we have first presented the trans-

form domain characteristics of Abelian codes, followed by a brief description of the

rank-distance properties of these codes. Later, the process that needs to be followed

to derive full rank codes from the general class of Abelian codes has been discussed.

Finally, STBC designs are extracted from certain specified Abelian codes and their per-

formance over wireless channels is quantified.
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Chapter 7

A framework for design of full rank NSTBCs
from Abelian codes

In this chapter, we have designed a framework which enables the user to design full

rank NSTBCs starting from the class of Abelian codes. Cyclic codes are the subclass

of Abelian codes. We have initiated the chapter with a brief description of the trans-

form domain characterization of Abelian codes. This description is used to specify a

sequence of steps that yields full rank Abelian codes over any base field. The n-length

full rank Abelian codes are designed over GF(qm), where q is a prime and m is order

of the field extension. These can also be viewed as m× n matrices over the base field

GF(q). By applying suitable puncturing, the m× n full rank codeword matrices are

transformed into m×m matrices over the base field GF(q). These m×m codeword

matrices are mapped to complex number field to obtain full rank NSTBCs. A class of

Spatially Modulated Non-orthogonal Space Time Block Codes derived from full rank

Abelian codes is presented in this chapter. The analytical upper bound is also derived

for the proposed scheme. The proposed scheme achieves a performance improvement

of minimum 2 dB as compared to competing schemes such as STBC-SM and SM-

OSTBC. The proposed Abelian SM-NSTBC provides a performance improvement of

∼ 1 dB when compared with Cyclic SM-NSTBC.

7.1 Introduction

Abelian codes are a class of codes which contain Cyclic codes as a sub-class. It is

known that every Abelian group can be expressed as a direct product (cartesian product)
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of its constituent Cyclic subgroups. An Abelian code is an ideal of the group algebra of

an appropriate Abelian group. An Abelian code can be considered as a direct product

of the r (r is an integer) constituent cyclic codes. There are two ways of representing an

Abelian code namely, character representation and mixed radix representation. We have

employed the mixed radix representation in this work because of its simplicity and ease

of implementation. The transform domain description for Abelian codes was given

by individually by [MacWilliams (1970), Rajan and Siddiqi (1992)]. [MacWilliams

(1970)] presented the Character representation and [Rajan and Siddiqi (1992)] derived

the Mixed radix representation.

Abelian codes can be considered as direct product of cyclic subgroups. An Abelian

code can be represented as product of r consecutive Cyclic codes. Consider a Abelian

code constructed as a direct product of cyclic groups C0,C1, . . . ,Cr−1 Cyclic codes

where m0,m1, . . . ,mr−1 denote the order of C0,C1, . . . ,Cr − 1 respectively. Then the

order of Abelian code is defined as n = m0m1 · · ·mr−1. The following sub-section gives

a brief description of mixed radix representation of Abelian code.

7.1.1 Mixed radix Representation

Let m0,m1, · · · ,mr−1 be defined as positive integers called as Mixed radixes and n be

defined as their product. Thus, n = m0m1 · · ·mr−1. Then, any integer i, (0≤ i≤ (n−1))

can be expressed as

i = i0 + i1(m0)+ i2(m0m1)+ · · ·+ ir−1(m0m1 · · ·mr−1) (7.1)

Here, 0 ≤ i ≤ (n− 1) and 0 ≤ ik ≤ mk− 1, k = 0,1, · · · ,(r− 1). The integer i is

represented by i =< i0, i1, · · · , ir−1 > in Mixed radix representation. Throughout this

chapter it is assumed that gcd(n,q) = 1.

[Berman (1967)] observed that a particular class of Abelian codes provides im-

proved error performance than the class of Cyclic codes of same length, as it has bet-

ter error correction ability. This has inspired us to investigate the performance of full

rank codes derived from Abelian codes when employed as Non-orthogonal Space Time

Block structure.

The remaining part of the chapter is organized as follows: Section 7.2, gives a

brief description of the transform domain characterization of Abelian codes in mixed
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radix representation. This is followed by a discussion of the rank-distance properties of

Abelian codes. In section 7.3 the system model of the proposed SM-NSTBC designed

with full rank Abelian codes is provided. Section 7.4 gives the theoretical upper bound

for the proposed scheme. Simulation results are given in section 7.5. Finally, the signif-

icance of the results and the conclusions derived from this body of work are discussed

in section 7.6.

Notation: Throughout this paper, matrices and vectors are represented by bold up-

percase and lowercase alphabets. Other notations and abbreviations are given below in

Table 7.1.

Table 7.1 Abbreviations and Notations

GFFT Galois Field Fourier Transform

IGFFT Inverse Galois Field Fourier Transform

STBC Space Time Block Code

SM Spatial Modulation

STBC-SM Space Time Block Coded Spatial Modulation

SM-OSTBC Spatially Modulated Orthogonal STBC

ML Maximum Likelihood

ABER Average Bit Error Rate

PEP Pairwise Error Probability

C Abelian code

Rankq(C ) Rank of C over GF(q)

Z (i) Gaussian Map

ζ (i) Eisenstein Map

Mm×m Full rank codeword matrix

XSM Spatially modulated codeword matrix

Nt Number of transmit antennas

Nr Number of receive antennas

Na Number of active transmit antennas

ns Number of time slots

Ca(·) Antenna configuration from Abelian code

C(·) Antenna configuration from Cyclic code

η Spectral Efficiency

Y Received matrix

H Channel Matrix

7.2 Transform description of Abelian codes

The transform domain description of Cyclic codes as elaborated in [Moon (2005),

Blahut (1983)] can directly be scaled up to obtain the transform domain description

of Abelian codes as given in [Rajan and Siddiqi (1992)]. Let C be an n-length Abelian

code obtained as the direct product of r Cyclic codes C0,C1, · · · ,Cr−1. Let m0,m1, . . . ,mr−1

be the respective orders of Cyclic codes C0,C1, . . . ,Cr−1. Then the length n of the code-
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words corresponding to Abelian code is specified as n = m0,m1, . . . ,mr−1. Any element

a ∈ C in mixed radix notation is represented as ai = a<ir−1,···,i1,i0>. The Galois Field

Fourier Transform of the n−length Abelian code is defined as follows.

Let a = (a0,a1, . . . ,an−1) be a codeword of an Abelian code where ai,∈ GF(q), i =

0,1,2, · · · ,(n−1). It is assumed that q is prime and gcd(q,n) = 1, Let m be the small-

est positive integer such that n|qm − 1 and αm0,αm1 , · · · ,αmr−1 be elements of order

m0,m1, · · · ,mr−1 in GF(qm). The Galois Field Fourier Transform (GFFT) of a is given

by A = (A0,A1, . . . ,An−1) where the A j, j = 0,1, · · ·(n− 1) are defined by Equation

(7.2) [Rajan and Siddiqi (1992), Sripati and Rajan (2004)].

A j =A< jr−1,···, j1, j0>=
mr−1−1

∑
ir−1=0

· · ·
m1−1

∑
i1=0

m0−1

∑
i0=0

(αm0)
i0 j0(αm1)

i1 j1 · · ·(αmr−1)
ir−1 jr−1a<ir−1,···,i1,i0>

(7.2)

Here αm0,αm1 , · · · ,αmr−1 represents the primitive elements of order m0,m1, . . . ,mr−1.

The Inverse Galois Field Fourier Transform is defined as given below [Rajan and Sid-

diqi (1992)].

ai = a<ir−1,···,i1,i0>=
mr−1−1

∑
jr−1=0

· · ·
m1−1

∑
j1=0

m0−1

∑
j0=0

(αm0)
−i0 j0(αm1)

−i1 j1 · · ·(αmr−1)
−ir−1 jr−1A< jr−1,···, j1, j0>

(7.3)

7.2.1 Rank-distance properties of Abelian codes

Similar to the description of Cyclic code, any n−length Abelian code over GF(qm) can

also be viewed as a m×n matrix over GF(q). The rank of n−length Abelian code over

GF(qm) is identified with the rank of obtained m× n matrix over GF(q). In this sub-

section the rank-distance property of Abelian codes given [Sripati and Rajan (2004)]

are presented.

Theorem 1: Let C be a Abelian code of length n over GF(qm) with A<0,0,...,0>

being one of the free transform domain components. Then Rankq(C ) = 1.

It can be proved by the definition of transform domain, when A<0,0,...,0> is the only

free transform domain component yields a repetition code of form (x,x, · · · ,x) for x =

A<0,0,...,0>.

Theorem 2 [Sripati and Rajan (2004)]: Consider C to be a an Abelian code of
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over GF(qm). Let A< jr−1qs,···, j1qs, j0qs> ∈ A[ j], (|[ j]|= e j, 0 ≤ s ≤ e j − 1) be a single

free transform domain component and all other transform components be constrained

to zero, then the Rankq(C ) = e j. Here, e j is order of the q-cyclotomic coset [ j].

When A jqs is the only free transform domain component and all other n−1 compo-

nents are constrained to zero, then the Inverse Galois Field Fourier Transform (IGFFT)

of is described as

ai = a<i0,i1,···,ir−1> =
1

n modulo p
(αm0)

−i0 j0(αm1)
−i1 j1 · · ·(αmr−1)

−ir−1 jr−1A( jr−1,···, j1, j0)

(7.4)

By incorporating Theorem 2, we have designed a class of full rank Abelian codes.

These codes have the property that when viewed as m×n matrices over GF(q), all non

zero codeword matrices satisfy the full rank property. The codeword construction is

illustrated in the example given below.

Example 1: Consider the Abelian group, G, |G|= n = 26 expressed as G =C0×C1

where C0 = 2, C1 = 13. GF(5) is the base field. m = 4 is the order of field extension.

The length n of the codeword, n|qm−1, where n = 26. Let A<1,0> be a free transform

domain component and all other components be constrained to zero. Here, A<1,0>

belongs to the cyclotomic coset of {< 1,0 >< 5,0 >< 12,0 >< 8,0 >} so we get

e j = 4. That is the obtained Abelian code is has full rank as (m = e j).

Codeword Construction: Incorporating theorems from [Sripati and Rajan (2004)],

full rank length n Abelian codes are derived. Here, we have constructed full rank

Abelian codes from two cyclic codes C0 and C1 over GF(qm). Here q = {5,7,13}

and length of Abelian codes constructed are n = {26,10,10} respectively. These ob-

tained full rank Abelian codes can be expressed in form of m×n codeword matrix. This

m× n codeword matrix can be suitably punctured to obtain m×m full rank codeword

matrix.

The process of puncturing depends on the order of Cyclic code considered for

Abelian code construction. It is observed by computations that the obtained m× n

codeword matrices when punctured alternately by every m0 columns (m0 = 2), obtained

punctured m×m matrix is a full rank. These obtained m×m codeword matrices are used

in the design of NSTBC. This puncturing process is illustrated in the example below.
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Example 2: Let us consider an Abelian code C with length n = 10 over GF(74).

This C is designed as a direct product of two Cyclic codes C0,C1, with orders |C0|= 2

and |C1|= 5. The mixed radix representation of C is given as {< i1, i0 > |0≤ i1≤ 4,0≤

i0 ≤ 1}.

The 7-cyclotomic coset modulo10 are {< 0,0 >}, {< 0,1 >}, {< 1,0 >< 2,0 ><

4,0 >< 3,0 >}, {< 1,1 >< 2,1 >< 4,1 >< 3,1 >}. Let A<1,0> be the free trans-

form domain component and all other component be constrained to zero. As A<1,0> ∈

A[ j](|[ j]|= 4) the Rank(C )=4. So the rank obtained m×n over GF(7) is also 4.

In this case C1 with order 5 also has full rank cyclotomic set in GF(74), so when we

consider columns alternately with order of C0 = 2, here every second column we get

full rank m×m punctured codeword matrix.

Let us consider a random non-zero codeword. The puncturing process is illustrated

in the example.

The obtained punctured m×m codeword matrix has full rank property. Incorporat-

ing theorem 2 and the puncturing property, we have designed a set of qm−1 non-zero

m×m full rank codeword matrices. These obtained full rank codeword matrices over

GF(q) are then mapped using complex number field. This mapping is performed by

employing rank preserving maps (Gaussian Integer Map for GF(5),GF(13) and Eisen-

stein Integer Map for GF(7)) as described in section 2.4.



0 0 5 2 6 1 2 5 1 6

2 5 1 6 0 0 5 2 6 1

1 6 5 2 6 1 4 3 5 2

2 5 2 5 2 3 4 4 3 4



→



0 5 1 5

2 1 0 2

1 5 1 3

2 2 3 4


Table below gives values of q,m,m0,m1,n to obtain full rank Abelian codes.

The obtained full rank m×m codewords over complex number field are employed in

the design of proposed Abelian SM-NSTBC scheme. The following section describes
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Table 7.2 Values of q,m,m0,m1,n

q m m0 m1 n|qm−1

5 4 2 13 26|54−1

7 4 2 5 10|74−1

13 4 2 5 10|134−1

the system model of the proposed Abelian SM-NSTBC scheme.

7.3 System Models

In the proposed Abelian SM-NSTBC communication system, first the binary infor-

mation is mapped to the full rank m×m codeword matrices obtained from full rank

n−length Abelian code. Once the codeword matrices are obtained, spatial modula-

tion is incorporated depending on the number of active antennas. Let Nt be number

of transmit antennas, Na be number of active transmit antennas and Nr be number re-

ceive antennas considered. In our analysis we have considered codewords derived from

GF(qm), q = 5,7,13, m = 4 and the codeword matrices obtained are 4× 4 codeword

matrices. The total number of active antenna patterns are
(Nt

Na

)
. Once the active antenna

subset is selected the codeword vector from lower two rows are conventionally radi-

ated from the active antennas. The algorithm below gives a brief description of Abelian

SM-NSTBC encoding.

Algorithm 6 Abelian SM-NSTBC encoding algorithm
1: Start
2: Consider 2blog2 (q

m)c bits
3: Step 1:Acquire Mm×m ∈ GF(q) obtained from full rank Abelian codes
4: Step 2: Obtain matrix
5: [M1]m×m/2 antenna selection bits + [M2]m×m/2 information bits
6: Step 3:for count=1:no. of time slots for full codeword transmission
7: Step 4: Antenna selection
8: [M1]m×m/2→C1[a(1)a(2) · · ·a(m)]

9: Step 5: Mapping of Information bits: C2[i(1)i(2) · · · i(m)]
10: Obtain suitable rank preserving map X = ϕ(C2)
11: end
12: Step 6: Obtain XSM
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The received signal has the form as given in Equation (7.5).

Y = HXSM +N (7.5)

Here Y ∈ CNr×ns is the received vector, ns is the number of time slots required to trans-

mit the whole codeword matrix, H∈CNr×Nt represents the channel between transmitter

and receiver, XSM ∈CNt×ns is the transmitted symbol vector and N ∈CNr×ns represents

independent and identically distributed (i.i.d) circularly symmetric complex Additive

White Gaussian Noise with zero mean and unit variance.

The spectral efficiency for the proposed SM-NSTBC scheme is given by

η =
blog2 (q

m)c
ns

(7.6)

Here ns = 2m/Na, time slots required to transmit a single SM-NSTBC codeword. At

the receiver section ML decoding is employed to estimate the transmitted codeword

matrix. The following section gives a brief description the theoretical upper bound for

ABER of the proposed Abelian SM-NSTBC scheme.

7.4 Analytical performance

This section gives a analytical description for Average Bit Error Rate (ABER) of the

proposed Abelian SM-NSTBC system. An analytical upper bound on the ABER vali-

dates the correctness of Monte Carlo simulations performed. A analytical upper bound

on ABER is given by [Proakis (1995), Simon and Alouini (2005)].

ABERNST BC ≤
1

2blog2 qmc

2blog2 qmc

∑
i=1

2blog2 qmc

∑
j=1

d(XSM− X̂SM)

2η
(P(XSM→ X̂SM)) (7.7)

Here, η is the spectral efficiency of the proposed scheme, d(XSM− X̂SM) is the number

of non-zero elements of the difference matrix of XSM− X̂SM and P(XSM → X̂SM) rep-

resents the Pairwise Error Probability of detecting X̂SM, when XSM is transmitted and

is given below

P(XSM→ X̂SM) = Pr
(
‖Y−HXSM‖2

F >
∥∥Y−HX̂SM

∥∥2
F |H

)
(7.8)

The pairwise error probability is evaluated using

The PEP of the system is evaluated in terms of non-zero eigen values of the code-
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word matrices [Simon and Alouini (2005), Basar et al. (2012)]. Let λi, j represent the

non-zero Eigen values of difference matrix. The closed form solution of PEP can be

obtained from [Simon and Alouini (2005)], and is simplified as shown in Equation (7.9).

P(XSM→ X̂SM)≤ 1
2

L

∏
l=1

1

(1+
ρλi, jl

4 )
Nr

(7.9)

Here, L represents the total number of non-zero Eigen values (L = 4), ρ is the SNR

value and λi, jl are the individual Eigen values for distance matrix. The analytical upper

bound on the Average Bit Error Rate (ABER) is calculated as given in Equation (7.10).

ABERNST BC ≤
1

2blog2 qmc

2blog2 qmc

∑
i=1

2blog2 qmc

∑
j=1

d(XSM− X̂SM)

4η

L

∏
l=1

1

(1+
ρλi, jl

4 )
Nr

(7.10)

7.5 Simulation Results

This section gives the simulation results of the proposed Abelian SM-NSTBC scheme.

The proposed scheme is represented as Ca(Nt ,Nr,Na) for all simulations. The proposed

scheme has been compared with the variants of SM-NSTBC, STBC-SM and SM sys-

tems. All performance comparison are carried out for a ABER value of 10−5. It has

been observed that for a given spectral efficiency the proposed scheme outperforms

other competing scheme by ∼ 1.5 dB over Rayleigh fading channel.

Figure 7.1, shows performance of the proposed Abelian SM-NSTBC system which

employs 6 transmit antennas, 4 receive antennas and 2 active antenna combinations

represented as Ca(6,4,2). For codewords derived from full rank Abelian codes over

GF(q) where q = 5,7,13. The theoretical upper bound is is also presented, the close

correspondence between simulation results and upper bound for higher values of SNR.

The spectral efficiency achieved by the propsoed scheme for GF(5) is 2.25 bpcu, for

GF(7) is 2.75 bpcu and for GF(13) is 3.5 bpcu.

In Figure 7.2 the performance of proposed Abelian SM-NSTBC scheme with Nt =

6,Nr = 4 and Na = 4 over GF(5), GF(7) and GF(13) are presented. The proposed

scheme is compared with the SM-NSTBC system which employs the codewords de-

rived from full rank cyclic codes. The spectral efficiency attained by both the schemes
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Figure 7.1 ABER performance of Abelian codes for q = 5,7,13 for (Nt = 6,Nr =
4,Na = 2)
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Figure 7.2 Performance comparison of Abelian and Cyclic codewords for q = 5,7,13
for (Nt = 6,Nr = 4,Na = 2)
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Figure 7.3 ABER comparison of Abelian SM-NSTBC, Cyclic SM-NSTBC, STBC-SM
and SM

are 4.5 bpcu, 5.5 bpcu and 7 bpcu for GF(5), GF(7) and GF(13) respectively. It is

observed that proposed Abelian SM-NSTBC scheme has a coding gain of minimum 1

dB over SM-NSTBC designed from cyclic codes due to the inbuilt structure of Abelian

code.

Figure 7.3 gives the ABER comparison of proposed Abelian SM-NSTBC scheme

with Cyclic SM-NSTBC, STBC-SM [Basar et al. (2011)] and SM [Mesleh et al. (2008)]

schemes. The spectral efficiency achieved by STBC-SM and SM scheme is 5 bpcu. This

performance is compared with Abelian SM-NSTBC with codeword derived over GF(7)

and the spectral efficiency of 5.5 bpcu. It is observed that the proposed scheme has a

superior performance of ∼ 3 dB over STBC-SM and ∼ 4 dB over SM scheme.

In Figure 7.4 the ABER performance of proposed scheme is compared with SM-

OSTBC [Wang and Chen (2014)] scheme. The SM-OSTBC employs (Nt = 8, Nr = 4,

Na = 6) with 4-QAM and (Nt = 8, Nr = 4, Na = 4) with 16-QAM, while proposed

scheme employs codewords derived over GF(13) and (Nt = 6,8, Nr = 4, Na = 4) an-

tenna configuration. The spectral efficiency achieved by above scheme is 7 bpcu. It is
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Figure 7.4 ABER comparison of Abelian SM-NSTBC, Cyclic SM-NSTBC and SM-
OSTBC

observed that proposed Abelian SM-NSTBC scheme employs less number of transmit

and active antennas still has a performance improvement of ∼ 3 dB over SM-OSTBC

scheme.

The performance of NSTBCs derived from Abelian codes provide a higher perfor-

mance than NSTBCs derived from Cyclic codes. This improvement in performance is

obtained due to the higher coding gain of the Abelian codes. It is observed that Abelian

codes achieves a coding gain of minimum of 0.6 dB as when compared with Cyclic

codes. The table below shows the coding gain NSTBCs derived from Abelian code and

Cyclic code.

7.6 Summary

This chapter gives a brief insight on the transform domain description of Abelian Codes,

and their rank distance properties. A novel Spatially Modulated Space Time Block Code

designed from the class of full rank Abelian codes over GF(qm), where q = 5,7,13

and m = 4 is proposed. In the proposed scheme the codewords of Abelian code are
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Table 7.3 Performance comparison of Abelian and Cyclic SM-NSTBC system at ABER
of 10−5 in dB

Constellation

Size

Performance of Abelian

code at 10−5 ABER (dB)

Performance of Cyclic

code at 10−5 ABER (dB)

Coding gain of Abelian

over Cyclic code (dB)

GF(5) 9.4 11 1.6

GF(7) 10.2 12 1.8

GF(13) 13.8 14.4 0.6

mapped into m×m full rank matrices over the Complex number field by the use of

either Gaussian Integer Map (for q = 5,13) or the Eisenstein Integer Map (for q = 7). A

mathematical upper bound on the ABER for proposed scheme has been derived and the

tightness of this bound is verified by Monte-Carlo simulation. The ABER performance

of the proposed system is compared with other competing schemes. It is observed that

the proposed scheme outperforms Cyclic SM-NSTBC scheme by minimum of 1 dB,

SM-OSTBC by∼ 2 dB and STBC-SM by∼ 4 dB. Hence, we can consider Space Time

Codes derived from non-binary codes as worthy candidates for designing various SM-

NSTBC schemes for various applications.
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Chapter 8

Conclusions and Future work

We have started off the research work described in this thesis by revisiting the study of

and characterization of full rank Cyclic codes using the Transform domain characteri-

zation. Several Cyclic codes with full rank property have been derived and analyzed.

These full rank Cyclic codes have been employed to derive Non-Orthogonal Space

Time Block Codes. Full rank Cyclic codes from primary base fields (q = 5,7,13,17)

have been synthesized and incorporated throughout the thesis to obtain STBC designs

for several modern applications. A thorough study of modern MIMO techniques such

as Spatial Modulation and Space Time Block Codes has inspired us to develop the

novel Spatially Modulated Non-orthogonal Space Time Block Codes (SM-NSTBC).

The NSTBCs designed in the thesis have full rank property, and are derived over a base

field of GF(q), where q = 5,7,13,17. The codeword matrices of the synthesized codes

have been translated into equivalent matrices over the complex number field by rank

preserving maps. Gaussian Integer Map is used for q = 5,13,17 and Eisenstein Integer

Map is used for q = 7. The full design parameters and performance analysis for the pro-

posed SM-NSTBC scheme are presented in Chapter 3. It is observed that the proposed

SM-NSTBC scheme provides a performance improvement of a minimum of ∼ 1.5 dB

and ∼ 1 when compared with STBC-SM and SM-OSTBC.

In the second contributory chapter (chapter 4) the concept of receive spatial mod-

ulation is explored. In this scheme, only a subset of receive antennas for a given time

interval. The process of activating only a subset of receive antenna is achieved by im-

plementing the precoding technique. In order to ensure the accuracy of the precoder,

the availability of perfect channel state information at the transmitter is assumed. We
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have proposed the concept of Precoded SM-NSTBC, where NSTBC is derived from

full rank cyclic code derived over extension Galois field of GF(qm), and represented

in primary Galois field as a matrix over GF(q). In order to achieve receive spatial

modulation, a zero-forcing precoding technique is employed. The performance of the

proposed scheme is evaluated over both uncorrelated and spatially correlated Rayleigh

fading environments. It is observed that the proposed scheme outperforms precoded

SM-OSTBC and STBC-SM by approximately 2 dB to 7 dB in an uncorrelated and

spatially correlated fading environment.

In chapter 5, the idea of cooperative communication is designed and explored. A

cooperative communication system provides the benefits virtual MIMO system. The

information is conveyed from source to destination with the assistance of geographi-

cally available intermediate relays. The most commonly employed relay technique that

is employed in practice is Amplify and Forward. This has been employed in this thesis.

We have proposed a SM-NSTBC-AF scheme in which the dual-hop cooperative com-

munication link, as well as direct link between source and destination have been made

available. The analytical upper bound on the ABER provided by this composite coop-

erative communication link is estimated. Monte Carlo simulations have shown that the

performance of the proposed SM-NSTBC-AF scheme has performance improvement of

∼ 3 dB over STBC-SM and ∼ 2dB improvement over SM-OSTBC scheme employing

Cooperative AF link.

In chapter 6, the modeling of a High Altitude Platform (HAP) is given. HAP have

gained huge attention due to its advantages of easy restoration, quick installment as a

remote base station. HAP ensures high quality of service in practical scenarios where

establishing a whole base station is not feasible and not cost-effective. The perfor-

mance of SM-NSTBC is evaluated over the HAP environment in this chapter. Further,

the proposed scheme is compared with a conventional techniques of SM-OSTBC and

STBC-SM. Later the performance is assessed over correlated HAP environment in the

presence of Perfect and Imperfect Channel State Information. It is observed that the

proposed scheme outperforms the competing by a minimum of 3 dB in the presence of

Perfect CSI and by 2 dB in Imp-CSI availability.
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In chapter 7, a new class of STBCs derived from Abelian codes has been designed.

Their application in the field of MIMO wireless communication has been explored.

The transform domain characterization of Abelian codes has been employed to specify

Abelian codes possessing full rank property. After synthesizing Abelian codes pos-

sessing full rank property, STBCs derived from these codes have been proposed. An

expression for the overall ABER presented by these codes has also been derived. Their

performance has been studied using Monte Carlo simulations has been determined and

this has been compared with conventional designs and designs derived from full rank

Cyclic codes.

8.1 Future work

• Full rank cyclic codes with higher values of q can be designed. Such designs

will be able to provide higher rates. We have documented the performance of

these codes with the use of ML detection and have also explored the low com-

plexity sphere decoding technique. The more specific full rank code decoding

techniques, such as soft decoding for RS codes, can be designed and employed in

the proposed NSTBC system.

• The study in this thesis constitutes the codewords derived (n,1) full rank Cyclic

and Abelian codes. This concept can further be explored for codewords derived

from (n,x), for x > 1 and its suitable implementation in MIMO systems can be

examined as future works.

• Precoding aided SM-NSTBC is designed in chapter 4, which demonstrates the

receive spatial modulation technique. We have used the zero-forcing precoding

technique to achieve receive spatial modulation. The scheme can be examined by

incorporating different precoding techniques. Further, as only a subset of receive

antennas are activated, one can consider designing a low complexity receive spa-

tial modulation (Ordered Block MMSE) decoding technique instead of a Brute

force ML decoder.

127



• The field of cooperative communication is expanding very rapidly nowadays. We

have explored the concept of Amplify and forward technique, one can extend the

study by evaluating the performance of a decode and forward technique. Further,

the concept of AF can be explored by varying the number of relays and antenna

configurations at the source and destination nodes. The idea of cooperative com-

munication can be more judiciously studied by adopting a selection algorithm,

which would select one of two available relaying techniques (AF and/or DF) de-

pending on the channel parameters (hybrid selection).

• The application of these full rank codewords derived from Abelian codes and

Cyclic codes can further be explored for other applications in wireless systems

operating over a block fading environment.
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Appendix A

Gaussian and Eisenstein Mapping

The rank preserving maps employed throughout these thesis are Gaussian Integer Map

and Eisenstein Integer Map [Huber (1994b)] and [Huber (1994a)].

Gaussian Integer Map [Huber (1994b)]: A prime number q which is in the form of

q = 4K + 1, can be expressed as q = u2− v2 for suitable u and v. These are known as

Gaussian integers which are represented by ω = u+ iv;u,v ∈ Z [Huber (1994b)]. This

map is defined as follows:

Zi = i mod Π = i−
[

iΠ′

ΠΠ′

]
Π; i = 0,1, . . . ,q−1 (A.1)

Here, Π = (u+ iv) and Π′ = (u− iv), [·] stands for rounding of operation to the

nearest integer. The values of Gaussian Integer Map and the constellation diagram for

q = 5,13,17 is as follows.

Table A.1 Gaussian Map exponent for Z2+i for GF(5)

s 0 1 2 3 4

Z2+i 2+ i 1 i −i -1

Table A.2 Gaussian Map exponent for Z3+2i for GF(13)

s 0 1 2 3 4 5 6 7 8 9 10 11 12

Z3+2i 3+2i 1 1+ i 2i −i 1− i 2 -1 −1− i −2i i −1+ i -2
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Figure A.1 Constellation for GF(5) [Huber (1994b)]

Figure A.2 Constellation for GF(13) [Huber (1994b)]
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Table A.3 Gaussian Map exponent for Z4+i for GF(17)

s 0 1 2 3 4 5 6 7

Z4+i 4+i 1 1+i 2i -1-2i i -1+i -2

8 9 10 11 12 13 14 15 16

2-i -1 -1-i −2i 1+2i −i 1-i 2 -2+i

Figure A.3 Constellation for GF(17) [Huber (1994b)]
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Eisenstein Integer Map [Huber (1994a)]: A rank preserving map for GF(q), (q

is a prime) which can be expressed as q = 1 mod 6 was given in [Huber (1994a)] .

The Eisenstein-Jacobi integer can be expressed as ω = α +ρβ , where ρ is a complex

number given by ρ = (−1+ i
√

3)/2, the Eisenstein-Jacobi prime is given by q = α2 +

3β 2. The mapping for Eisenstein map is given as following:

ζ (i) = i mod Π , i−
[

iΠ∗

ΠΠ∗

]
Π f or i = 0,1,2, . . . ,q−1 (A.2)

Where Π = α +β +ρ2β and Π∗ = α +β +ρ22β . The values of Eisenstein Integer

Map and the constellation diagram for q = 7 is as follows.

Table A.4 Eisenstein Map exponent for ζ3+2ρ for GF(7)

s 0 1 2 3 4 5 6

ζ3+2ρ 3+2ρ 1 1+ρ ρ -1 −1−ρ −ρ

Figure A.4 Constellation for GF(7) [Huber (1994a)]
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