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Abstract

Track breakages are common in target tracking due to highly maneuvering targets,

association with false alarms or incorrect target-originated measurements, low detec-

tion probability, close target formations, large measurement errors, and long sampling

intervals, among other causes. Existing track segment association (TSA) algorithms

solve this breakage problem by predicting old track segments and retrodicting young

track segments to a common time followed by two-dimensional (2-D) assignment.

This approach presents two disadvantages. First, these algorithms predict or retrod-

ict from the actual point of termination or beginning of their respective tracks: that

is, they do not check if the cause of a track termination was incorrect association nor

do they redress such an erroneous association. Second, these algorithms do not uti-

lize the measurement information during the breakage period. But very often, track

terminations occur due to incorrect measurement association.

To solve the first aforementioned problem, a 2-D assignment-based TSA algorithm

is proposed which releases incorrectly associated measurements by going backward and

forward in time along old and young track segments, respectively, and then performing

prediction and retrodiction. Further, to address both these shortcomings in existing

TSA algorithms simultaneously, a novel multi-frame assignment-based TSA algorithm

is proposed which estimates the track during the breakage period, utilizing both

unassociated and released measurements simultaneously.

In addition to the track breakages, other frequently encountering issue in multiple-

target tracking is track switching/swapping. Track stitching or TSA algorithms have

been proposed to stitch broken track segments deemed to have originated from the

same target across time and to improve track continuity. On the other hand, measure-

ments from closely-spaced multiple targets fall within their validation gates causing

tracking errors that eventually lead to not just track breakage but also track swap-

ping. Therefore, TSA alone is insufficient to improve the overall tracker performance

as it considers only the broken tracks but not the continuous ones that might have

swaps among themselves or with other broken tracks.



To address track swapping issue, an algorithm, which detects and breaks possible

track swaps before un-swapping using kinematic, classification, and amplitude infor-

mation, is proposed. Track swap detection involves identifying the most likely instant

of track swap without ground truth. Further, the proposed algorithm is extended to

stitch broken track segments (as in the standard TSA case) as well as those track

segments that are algorithmically broken due to detection of possible swaps.

Moreover, all the proposed algorithms can handle target maneuvers subject to a

single turn during the breakage period. In the proposed solution, model parameters

such as starting time of the turn, ending time of the turn, and turn rate are obtained

by maximizing the likelihood that a given measurement-tuple originated from the

track couple under consideration. Simulation results demonstrate that the proposed

algorithms are superior to existing ones in terms of improved track continuity and

consistency in track identity maintenance.

Keywords: Track segment association, Data association, Multi-frame assign-

ment, Target tracking, Track swaps, Track switches, Track un-switching, Track un-

swapping
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Chapter 1

INTRODUCTION

1.1 BACKGROUND

1.1.1 Estimation and Tracking

Estimation is the process of inferring the value of a quantity of interest from indirect,

noisy and uncertain data or observations (Bar-Shalom et al. 2011). That is, estimation

can be viewed as the process of selection of a point out of continuous space.

The quantity of interest could be state of dynamic systems which is usually a vector

consisting of kinematic and feature related information. Tracking is the estimation

of the state of an object in motion. To be precise, tracking is the processing of

measurements or observations obtained from targets of interest so as to maintain

their present state. This state typically consists of the followings:

• Kinematic components such as position, velocity, acceleration, turn rate, etc.

• Feature components such as radiated signal strength, radar cross-section, target

classification, etc.

• Constant or slowly varying parameters such as aerodynamic parameters etc.

Data or measurements are noise-corrupted observations related to the state of a

target. These observation could be: range, azimuth and elevation; bearing only from

the sensor; range rate (Doppler); time difference of arrival of a signal between two

sensors, etc.

1.1.2 Some Terminology

Definition of some of the terminologies that are often used in tracking are as follows:

1



• Sensor: a device that observes the environment by reception of some signals.

• Frame: snapshot of the region of the environment obtained by the sensor at a

point in time.

• Signal detection: thresholding of sensor data to provide measurements.

• Time stamp: the time to which a detection pertains.

• Data association: processes of establishing which measurement is to be used

in a state estimator.

1.2 MOTION MODELS AND TRACKING SCHEME

1.2.1 State and Measurement Models

Let the state transition model (Bar-Shalom et al. 2004) with additive white Gaussian

noise that models unpredictable disturbances be defined as

x(k) = F ı(k)x(k − 1) + Γ(k − 1)v(k − 1) ı = 1, 2, . . . , NM (1.1)

with four-dimensional state vector

x(k)
∆
=


ξ(k)

ξ̇(k)

η(k)

η̇(k)

 (1.2)

where k (k = 1, . . . , NS) is scanning instant, NM is number of state transition models,

ξ(k), η(k) are the X and Y Cartesian positions, ξ̇(k) and η̇(k) are the velocities

along these directions and v(k) is a zero-mean white Gaussian process noise vector

(i.e., v(k) ∼ N [0,Q(k)]) with a 2× 2 covariance matrix

Q(k) = E[v(k)v(k)′]. (1.3)

In the above equation (·)′ indicates the transpose of a vector or matrix. Also, F ı(k)

is the state transition matrix and could be one of the following. For the constant
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velocity (CV) model (ı = 1)

F 1(k) =


1 ∆(k) 0 0

0 1 0 0

0 0 1 ∆(k)

0 0 0 1

 (1.4)

with ∆(k) being the sampling interval: that is, the time difference between the

present and the previous scans (∆(k) = t(k)− t(k − 1)). For the coordinated turn

(CT) model (ı = 2), with ω being the turn rate,

F 2(k) =


1 sin(ω∆(k))

ω
0 −1−cos(ω∆(k))

ω

0 cos(ω∆(k)) 0 − sin(ω∆(k))

0 1−cos(ω∆(k))
ω

1 sin(ω∆(k))
ω

0 sin(ω∆(k)) 0 cos(ω∆(k))

 (1.5)

and Γ(k) is the noise gain, given by

Γ(k) =



∆2(k)
2

0

∆(k) 0

0 ∆2(k)
2

0 ∆(k)

 . (1.6)

Let the nonlinear measurement model with Gaussian measurement noise that mod-

els unpredictable measurement disturbance (Bar-Shalom et al. 2004) be defined as

z(k) = h[k,x(k)] +w(k) (1.7)

where

z(k)
∆
=

r(k)

ϕ(k)

 (1.8)

is a two-dimensional measurement vector containing range and azimuth, which are

given by

r(k) =
√

[ξ(k)− ξp(k)]2 + [η(k)− ηp(k)]2, (1.9)

ϕ(k) = tan−1

(
η(k)− ηp(k)

ξ(k)− ξp(k)

)
, (1.10)
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respectively, ξp(k) and ηp(k) are the sensor platform positions along X and Y direc-

tions in Cartesian coordinates, respectively, these positions are assumed to be known,

andw(k) is a zero-mean Gaussian measurement noise vector (i.e.,w(k) ∼ N [0,R(k)])

with a 2× 2 covariance matrix

R(k) = E[w(k)w(k)′]

=

σ2
r 0

0 σ2
ϕ

 (1.11)

where σr and σϕ denote the range and azimuth standard deviations, respectively.

More details on modeling state and measurements can be found in Bar-Shalom et al.

2004, 2011.

1.2.2 Traditional Target Detection and Tracking

The traditional target detection and tracking schemes1 receive the raw data (obser-

vations) from the sensors and apply hard-threshold on every individual frame (scan

or ping), i.e., scan-by-scan basis, to extract the plot-list and reduce the data flow

to the tracker. Plot-list is also referred as target detections or point measurements.

Hard-threshold is determined using a priori information (such as environmental clut-

ter level, detection probability PD, false alarm probability PFA, etc.,). However,

threshold decision is made instantaneously, i.e, without using information from recent

past frames or scans. Subsequently the tracker is provided with these point measure-

ments to associate them with different frames to arrive at the targets’ trajectories as

shown in the Figure 1.1. This classical detection and tracking scheme is also called

as detect-before-track scheme for obvious reason as it detects first and then tracks.

This traditional detection and tracking scheme can track targets when targets’

signal-to-noise-ratio (SNR) and detection probability PD are high while the false

alarm probability PFA is low. However, when the SNR and accuracy are too low

it is preferable to use Track-Before-Detect or Track-Before-Declare (McDonald and

Balaji 2011, Davey et al. 2012, Davey 2013) schemes which demand higher compu-

tational complexity. These Track-Before-Detect methods first track each echo that

1 In the literature these are also referred to as classical (Grossi et al. 2013) or conventional
(Fanaswala and Krishnamurthy 2014) detection and tracking schemes.
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Figure 1.1: Traditional detection and tracking scheme (Grossi et al. 2013)
seems to be returned from prospective target before deciding whether the target is

present.

1.3 CONTRIBUTION OF THE THESIS

In this thesis, some of the important problems that are associated with track breakages

and track switching are identified and to address these issues, multiple solutions are

proposed. The key contributions of the thesis are as follows:

• Proposed algorithms to perform TSA even when termination time of old track

segment is greater than beginning time of its associated young track segment.

• Presented an algorithm that can utilize all the available data such as unasso-

ciated measurements and released measurements to perform TSA comprehen-

sively.

• Proposed algorithms that can integrate kinematic, classification and amplitude

information to perform un-swapping and TSA simultaneously to improve the

overall tracker performance and

• Developed an algorithm that can automatically determine swapped tracks even

when the ground truth is unknown, which is the usual case in practical appli-

cations.

1.4 OVERVIEW

Rest of the thesis is structured in the following manner. Existing track segment

association and track un-switching/un-swapping approaches along with their disad-

vantages are discussed in Chapter 2. In Chapter 3, the proposed two-dimensional
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and multi-dimensional track segment association approaches are presented in detail

to comprehensively utilize all the available data and then to stitch the broken tracks

obtained from single and multiple target scenarios for improved track continuity. Dif-

ferent versions of proposed track un-switching/un-swapping algorithms that utilize

kinematic as well as non-kinematic information are discussed in detail in Chapter 4.

Following this, the concluding remarks and future directions are presented in Chap-

ter 5.
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Chapter 2

LITERATURE REVIEW

2.1 OUTLINE

Existing track stitching and track un-switching/un-swapping algorithms along with

their disadvantages are presented in Section 2.2. The key points that are motivation

for the proposed approaches and the publications out of the thesis work are listed in

Sections 2.3 and 2.4, respectively.

2.2 EXISTING WORK

In target tracking systems, track breakage or track segmentation is a major and fre-

quently occurring problem. Track breakage is defined as the total number of track

segments less the total number of targets (Yeom et al. 2004). It can easily mislead

the tracker in finding the total number of targets present and degrade the overall

tracker performance. Track breakage may occur due to highly maneuvering targets,

association with incorrect measurement, low detection probability, close target for-

mations, large measurement errors, and long sampling intervals, among other causes.

In practical situations, analyzing the history of any particular target (so as to make

better tactical decisions) is possible only when consistent track identity (ID) is main-

tained right from target birth to its death. In real-time target tracking systems, the

multi-frame assignment approach can be used for track-to-measurements associations

to maintain consistent track ID and to obtain better target state estimates (Popp

et al. 2001, Poore 1994). However, these systems face

1. huge computational issues due to the complexity involved in multi-frame as-

signment; and
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2. larger delay in making track-to-measurements associations.

These issues are usually avoided by using either two-dimensional (2-D) or multi-

frame assignment approach limited to few scans, but this leads to track breakages and

necessitates post-processing — track stitching and hence maintaining consistent track

ID throughout. Note that post-processing involves some recursive post-processing

latency.

Usually, the track breakage problem is addressed using track segmentation re-

duction (Song et al. 2013) and track segment association (TSA) approaches. Track

segmentation reduction is a track breakage avoidance approach, while TSA is a post-

processing technique, in which track segments over time are combined or stitched

together to improve track continuity. Track breakage avoidance approach is an ap-

proach in which track termination criterion (e.g., M/N logic (Castella 1976, Coraluppi

2005, Dezert and Kirubarajan 1999)) is relaxed so that target and its track associa-

tion continues. In the literature, TSA is also described as fusing the track segments

originating from the same target across two or more sensors (Arnold et al. 1984). A

TSA algorithm reduces the number of broken tracks and increases overall tracker per-

formance by maintaining consistent track ID. A graph-based TSA algorithm is given

in (Van der Merwe and De Villiers 2013, Mori and Chong 2013, Castñnón and Finn

2011), where each track segment is treated as a node and association as an edge. A

TSA algorithm for passive target tracking is presented in (Zhu et al. 2015, Mellema

2002). All these algorithms fail to consider the followings: a) a case where track is

associated with sequence of false measurements before its termination; b) a case where

track is initialized with sequence of false measurements before confirming it, and; c)

available information such as kinematic and non-kinematic information during track

breakage period.

Track segment association is a 2-D assignment problem performed between two

track lists. The first list is a set of all old or terminated track segments and the

second list is a set of all new or young track segments that are initialized and have

been recently confirmed. Some of the track segment pairs (couples) in the two lists

might have originated from the same target over time. For each feasible track segment

pair from the two lists, the old track segment is propagated forward (predicted) and
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young track segment is propagated backward (retrodicted) to a common time and

a hypothesis is formulated to decide whether or not these track segments originated

from the same target over time. If the hypothesis is accepted, track fusion is performed

the same way as in track-to-track (T2T) association (Bar-Shalom et al. 2011, Mori

et al. 2012).

Yeom et al. (2004) and Zhang and Bar-Shalom (2011) presented different TSA

algorithms and these algorithms perform forward prediction and backward retrodic-

tion1 from the actual termination time of the old track segment and starting time of

the young track segment, respectively. But, very often, a track may be associated

with an incorrect measurement, which eventually leads the track to deviate from its

actual path and terminate. Subsequently, a new track is initialized for the same tar-

get, possibly, even before the termination of its old track segment. Note that there is

also a possibility of initializing this new track from false alarms.

Under the aforementioned circumstances, predicting or retrodicting from the ac-

tual time of termination or initialization of respective track segments may not be

appropriate for two reasons. First, if the young track segment is initialized before the

termination of the old track segment, that is, if the starting time of the young track

segment is not equal to or greater than the ending time of the old track segment, then

this pair is not a valid candidate for TSA. Second, even if the pair is a valid candidate

for TSA, because of possible association of the old track segment with an incorrect

measurement before its termination and/or incorrect association at the initialization

of the new track segment, there is a strong possibility to make the wrong decision

that the given pair of track segments is not from the same target, even if they actually

were from the same target. That is, the existing TSA algorithms do not explore pos-

sible track termination or initialization due to incorrect association before considering

them for TSA. In addition to these factors, current TSA algorithms use a constant

velocity (CV) model to bridge the breakage period. Using a CV model alone is not

sufficient to track highly maneuvering targets. These concerns provide the motivation

for the proposed 2-D assignment-based TSA algorithm. This algorithm first releases

incorrectly associated measurements by going backward and forward in time along

1In the literature, smoothing and retrodication are used alternatively. However, here retrodication
means propagating track backward
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the old and young track segments, respectively, and then performs the prediction or

retrodiction (see Figure 3.1) using the combination of CV and coordinated turn (CT)

models (Bar-Shalom et al. 2011).

Zhang et al. (2015) used only the CT model to repair the broken tracks; the turn-

ing rate is obtained using unassociated measurements during the breakage period.

But the problem with this approach is that standard one-to-one measurement-to-

track association criterion is not followed. Utilizing both released and unassociated

measurements (as proposed in Chapter 3) to estimate a broken track yields more

information for better decision making and improved track accuracy. Released mea-

surements are the measurements that are deemed to have been erroneously associ-

ated, hence, removed while going backward and forward along the old and young

track segments, respectively. None of the existing TSA algorithms use both released

and unassociated measurements simultaneously for estimation during a breakage pe-

riod. This is the motivation for extending the proposed 2-D TSA algorithm to the

proposed multi-frame assignment based TSA algorithm, in which association is per-

formed among terminated tracks, released or unassociated measurements, and newly

initialized tracks. The difference between the proposed 2-D TSA and multi-frame

TSA algorithms is that the former utilizes no measurements, while the latter utilizes

both released and unassociated measurements.

On the other hand, practical multiple-target tracking systems may also suffer

from undesirable effect such as track swap. This effect can significantly affect esti-

mation accuracy, track duration, and track continuity, degrading the overall tracker

performance. Track swaps occur because of incorrect data association by updating a

track using measurements from a different target, incorrect association with clutter

measurements and poor track-to-measurement association techniques, among other

causes.

Often a track gets terminated or pruned automatically when it is not associated

over specified number of consecutive scans (i.e., M/N logic (Castella 1976, Coraluppi

2005, Dezert and Kirubarajan 1999)) or when its track quality (Li and Li 2001, Mu-

sicki et al. 1994, Song and Kim 2006, Sinha et al. 2012) falls bellow a certain threshold.

Later, when subsequent measurements from the same target become available, a new

track — pertaining to the same target or to a new target — is initialized and sub-
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Figure 2.1: Track swapping after breakage
sequently confirmed. In this situation, one side effect of existing algorithms (Yeom

et al. 2004, Zhang and Bar-Shalom 2011, Mori and Chong 2013, Castñnón and Finn

2011, Mellema 2002, Van der Merwe and De Villiers 2013, Arnold et al. 1984, Raghu

et al. 2018, Zhang et al. 2015, Song et al. 2013) is that they may cause track swaps:

that is, they may stitch track segments originated from two different targets, which

is undesirable.

To stitch the broken tracks, it is common to use TSA algorithms (Yeom et al.

2004, Zhang and Bar-Shalom 2011, Raghu et al. 2018) without considering any other

unbroken (continuous) tracks. But in scenarios with closely spaced targets and high

clutter, these unbroken tracks may have been swapped among themselves or with bro-

ken track segments. This may happen because of clutter measurements, measurement

association ambiguities and target maneuvers. For example, track swaps may occur in

a scenario where closely spaced targets are passing through a cluster of windmills. A

track swap may happen when a track is associated with a target and after some time

the same track is associated with different target while initializing and subsequently

confirming a totally new track for first target as shown in Figure 2.1. Similarly, a track

swap may also occur with swapping of target identities (IDs) over time as shown in

Figure 2.2. Under these situations, it is necessary to first determine track swaps and

then break them so that TSA can be performed with the track list consisting of both

the regularly broken track segments and the algorithmcally broken track segments

resulting from track swap detection.

To mitigate the effect of track swap, a particle filter based track probability eval-

uation approach is presented in (Blom and Bloem 2011) but this approach is limited

to two targets. A partially observable Markov decision process (POMDP) based tech-
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nique is presented in (Ragi and Chong 2012) wherein location of the sensor (mounted

on the UAVs) relative to the targets is used to reduce the risk of track swap but this

is inapplicable for stationary sensor. In (Shijun et al. 2010), radar and GPS data

are fused to avoid track swap. An automated track swap detection technique with

known target crossings is presented in (Pulford and Scala 2010). However, a fully

automated algorithm to detect track swaps and mitigate the effects of track swaps

without apriori information is still lacking. In addition, track swap may result in

erroneous calculation of mean-squared-error (MSE). To avoid this, tracks with swaps

are excluded in (Pulford and Scala 2010) while computing the MSE, when the correct

MSE should be calculated after un-swapping. Flexible ID association-based tracking

algorithm is presented in (Sinha and Peters 2009) to avoid the track swaps among the

continuous tracks ignoring the broken ones.

Even though approaches (Blom and Bloem 2011, Ragi and Chong 2012, Shijun

et al. 2010, Pulford and Scala 2010, Sinha and Peters 2009) deal with track un-

swapping, the limitation is that they ignored the fact that there is possibility of track

swapping after breakage (see Figure 2.1): that is, they consider only the continu-

ous tracks while ignoring the broken ones. Besides this, approaches in (Yeom et al.

2004, Zhang and Bar-Shalom 2011, Mori and Chong 2013, Castñnón and Finn 2011,

Mellema 2002, Pannetier and Dezert 2012, Van der Merwe and De Villiers 2013,

Arnold et al. 1984, Raghu et al. 2018, Zhang et al. 2015, Song et al. 2013) and (Blom

and Bloem 2011, Ragi and Chong 2012, Shijun et al. 2010, Pulford and Scala 2010)

use kinematic estimates such as target position and velocity in track stitching and

un-swapping, respectively. However, target features such as classification information
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(attributes like number of aircraft engines, presence of IFF, type of radar used by

target) (Bar-Shalom et al. 2005, Angelova and Mihaylova 2006, Ristic et al. 2004, Mei

et al. 2007, Runkle et al. 1999, Bharadwaj et al. 2001, Ji et al. 2005, Zyweck and

Bogner 1996) and amplitude information (features like radar cross section (RCS),

signal strength, and wing span) (Kirubarajan and Bar-Shalom 1996, Lerro and Bar-

Shalom 1993, McAnanama and Kirubarajan 2012) also can help resolve such issues

and improve overall tracker performance. Often, class information and/or ampli-

tude information in addition to the kinematic information is available to the tracker.

These additional information can be used in post-processing, for example, TSA or

un-swapping.

2.3 MOTIVATION

Maneuvering target tracking has been a potential research problem in radar/sonar

signal processing with potential civilian and defense applications. The TSA algorithms

proposed in the literature by many researchers ignored the followings:

• utilizing the unassociated data (measurements) while performing track stitching

• the case where the young track segment is initialized and confirmed even before

the termination of its associated old track segment

• unbroken tracks with which broken tracks have possibility of track swap.

These serve as the strong motivations to propose followings:

• algorithm to perform TSA even when termination time of old track segment

is greater than beginning time of its associated young track segment. This is

extended to utilizing all the available data such as unassociated measurements

and released measurements to perform TSA comprehensively.

• an algorithms that can integrate kinematic, classification and amplitude infor-

mation to perform un-swapping and TSA simultaneously to improve the overall

tracker performance even when the ground truth is unknown, which is the usual

case in practical applications.
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The contributions of the thesis resulted in the following publications:

1. Raghu, J., Srihari, P., Tharmarasa, R., Kirubarajan, T. (2018). "Comprehen-

sive Track Segment Association for Improved Track Continuity" IEEE Trans-

actions on Aerospace and Electronic Systems, vol. PP, no. 99, pp. 1-1. doi:

10.1109/TAES.2018.2820364

2. Raghu, J., Srihari, P., Tharmarasa, R., Kirubarajan, T., "Classification and

Amplitude Aided Track Un-swapping" to be communicated to IEEE Transac-

tions on Aerospace and Electronic Systems Journal.
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Chapter 3

TRACK STITCHING

3.1 OUTLINE

In this chapter, the problem is formulated to perform track stitching in a systematic

way. First step in track stitching is dividing the broken tracks into old track segment

list and young track segment list so that track segment association can be carried

between the tracks of those two lists. Track segment association can be performed in

two possible ways. First is, performing track-to-track association without using any

data present within the track stitching duration. Alternatively, second is, performing

track-to-track association using data present within the track stitching duration which

turns out to be track-to-measurements-to-track association.

3.2 TRACK SEGMENT ASSOCIATION

3.2.1 Track Grouping

When tracking targets in high clutter (i.e., low observable scenarios), track breakage

occurs whenever the track is terminated or stops following the target. A new track

following the same target is then initialized and subsequently confirmed. This repeats

over time, leaving multiple track segments originated from the same target. The

ultimate aim of track stitching is to combine all these track segments and maintain a

consistent track ID.

Track segment association is performed between the following two track lists at

time k (Yeom et al. 2004):
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1. Old track segment list (T O(k)): Let the old track segment list at time k be

T O(k) =
{
TO

nO(k)
}NO(k)

nO=1
(3.1)

where NO(k) is the total number of tracks in the old track segment list at time

k. This track list consists of tracks that have been terminated recently, due

to no association with any measurement, in the time interval (k −B, k], where

k is the current time and B is the look-back duration or sliding window size.

This look-back time is a design parameter that is decided based on the track

breakage rate, false alarm rate, or other factors.

2. Young track segment list (T Y(k)): Let the young track segment list at time k

be

T Y(k) =
{
T Y

nY (k)
}NY (k)

nY=1
(3.2)

where NY(k) is the total number of track segments in the young track segment

list at time k. This list consists of tracks that have been started recently in the

time interval (k − B, k) provided they attained a certain minimum age. The

minimum age of young track is the number of scans during which track should

exist within the time interval (k − B, k). This age can be varied, depending

upon the track breakage rate. The track segments appear on this list for one of

several reasons: it pertains to a track in the old track segment list, a target is

newborn, or false alarms result in a track.

The cardinality of these two track lists could be different. As in the standard

measurement-to-track 2-D assignment (Bar-Shalom et al. 2011, Blackman and Popoli

1999), dummy tracks are added to both lists to represent no association with a track.

A particular track segment from one track list is associated with the dummy track only

when it is not assigned to any other track segments of its counterpart list. Updating

a track segment list at time k + 1 is conducted in the following sequence:

1. Updating the young track segment list T Y(k): (a) remove all the tracks that

were associated with old track segments at time k; (b) remove all those tracks

with the last updated time kY
nY ,e

= k+1; (c) add all those non-terminated tracks

with starting time in the interval (k − B + 2, k + 1) after attaining a certain

minimum age.
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Figure 3.1: Stitching broken tracks
2. Updating the old track segment list T O(k): (a) remove all the tracks that were

associated with young track segments at time k; (b) remove all those tracks

whose last updated time kO
nO,e < k − B + 1, i.e., tracks that fall out of the

sliding window; (c) add all those unassociated but removed tracks of the young

track segment list at time k + 1.

3.2.2 Possible Starting and Ending Times

Track breakages occur for a variety of reasons. Whenever breakage occurs due to a

false (clutter or incorrect) measurement association, it is necessary to start stitching

the track not from its original termination time but from its possible termination

(ending) time, iOnO , i.e., searching for possible track termination due to false measure-

ment. Similarly, there is a possibility that some of the track segments from track list

T Y(k) were initialized with false measurements and subsequently confirmed. This

creates the need to consider not the beginning point but rather the possible starting

point, jY
nY , as shown in Figure 3.1. Furthermore, searching for the possible starting

and ending times allows us to stitch tracks even if the young track segment started

before the termination of its associated old track segment, i.e., when kO
nO,e > kY

nY ,s
.

Note that in (Yeom et al. 2004, Zhang and Bar-Shalom 2011), a track pair is an

eligible candidate for stitching only when kO
nO,e ≤ kY

nY ,s
.
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At time k, for a given old track segment list T O(k) and the young track segment

list T Y(k), let the set of all combinations of candidate track pairs be

ΦT (k) =

{{
TO

1 (k),T
Y
1 (k)

}
,
{
TO

1 (k),T
Y
2 (k)

}
, . . . ,

{
TO

NO(k)(k),T
Y
NY (k)

(k)
}}

, (3.3)

where the old track segment is

TO
nO(k) =

{
x̂nO(k|k); k = kO

nO,s, . . . , k
O
nO,e

}
, nO = 1, . . . , NO(k) (3.4)

and the new (young) track segment is

T Y
nY (k) =

{
x̂nY (k|k); k = kY

nY ,s
, . . . , kY

nY ,e

}
, nY = 1, . . . , NY(k). (3.5)

In (3.4), kO
nO,s and kO

nO,e are the actual beginning and terminating times of the (nO)
th

old track segment, respectively. Similarly, in (3.5), kY
nY ,s

and kY
nY ,e

are the actual

beginning and terminating times of the (nY)
th young track segment, respectively.

For each pair of candidates,
{
TO

nO(k),T
Y
nY (k)

}
, the possible ending and possible

starting time pair is (iOnO , j
Y
nY ). The most likely possible ending time is given by

iOnO ∈
{
max{kO

nO,e −Bimax , k −B + 1}, . . . , kO
nO,e

}
(3.6)

where Bimax is the maximum number of scans possible when going backward along

an old track segment. Let Bi be a variable indicating the number of scans going

backward along old track segment, i.e., Bi = 0, 1, . . . , Bimax and hence for given Bi,

the ending time

iOnO = max{kO
nO,e −Bi, k −B + 1}. (3.7)

Similarly, the most likely possible starting time is given by

jY
nY ∈

{
kY
nY ,s

, . . . ,min{kY
nY ,s

+Bjmax , k}
}

(3.8)

where Bjmax is the maximum number of scans possible when going forward along a

young track segment. Let Bj be a variable indicating the number of scans going

forward along young track segment, i.e., Bj = 0, 1, . . . , Bjmax and hence for given Bj,

the starting time

jY
nY = min{kY

nY ,s
+Bj, k}. (3.9)
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Track pair
{
TO

nO(k),T
Y
nY (k)

}
is a feasible candidate for an association if and only if

track segment nY has a possible starting time not less than the possible ending time

of track segment nO, i.e.,

iOnO ≤ jY
nY . (3.10)

All those track pairs of ΦT (k) that do not satisfy the constraint (3.10) are removed

to obtain the feasible candidate track pair set

ΦT
f (k) =

{{
TO

1 (k),T
Y
1 (k)

}
,
{
TO

1 (k),T
Y
2 (k)

}
, . . . ,

{
TO

NO(k)(k),T
Y
NY (k)

(k)
}}

.

(3.11)

Let Ψij(k) be the set of all possible combinations of i’s NO(k)-tuples and j’s NY(k)-

tuples, as follows:

Ψij(k) =
{
ψij

l (k); l = 1, . . . , L(k)
}

(3.12)

where

ψij
l (k) =




iO1 (l)

iO2 (l)
...

iON(l)

 ,


jY1 (l)

jY2 (l)
...

jYM(l)



 (3.13)

and L(k) is the total number of possible combinations of i’s NO(k)-tuples and j’s

NY(k)-tuples. For a given ψij
l (k), track stitching can be done with or without unas-

sociated measurements. If unassociated measurements are not available, or mea-

surements are available but computation is a major issue, then prediction and/or

retrodiction can be used to predict the broken track followed by 2-D assignment.

Otherwise, unassociated measurements in addition to released measurements are used

to formulate the multi-frame assignment problem. These 2-D and multi-frame TSA

approaches are discussed in detail in the Sections 3.2.4 and 3.2.5, respectively. In

both approaches, while performing association, one of the following decisions is made:

• That the old track segment is dead or due to a false alarm and is thus deleted,

i.e., it will not be considered as a valid candidate for association in the future.

• That the old track segment is alive but does not suit any of the young track

segments at the current time and, hence, is retained, i.e., it can be a valid

candidate for association in the future.
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• That an old track segment and a young track segment are indeed from the same

target.

• That the young track segment is due to a new target or false alarm and hence

is not associated with any of the old track segments at the current time.

3.2.3 Track Smoothing

Usually, smoothing is performed over a complete trajectory, given the available data,

to improve the state estimates (Bar-Shalom et al. 2004). In the present study, smooth-

ing is performed over part of the young track segment before it is considered for TSA,

and over the stitched duration (breakage period) after TSA is complete. For smooth-

ing, the first few scans are considered to reduce error due to the track initialization

method and also to avoid searching for the possible starting time, as it would reduce

the computational load significantly. This leads to better decisions while performing

TSA.

Smoothing is estimating the state at time k−1 within the data interval, i.e., based

on data up to k1 > k − 1,

x̂(k − 1|k1) = E [x(k − 1)|{z(0), z(1), . . . , z(k1)}] , (3.14)

where {z(0), z(1), . . . , z(k1)} is data (measurements) up to time k1.

More details on smoothing can be found in (Bar-Shalom et al. 2004). Here,

the most commonly used fixed interval smoothing process is briefly described. This

smoothing technique requires a backward iteration after filtering has been performed

and its results, i.e., x̂(k − 1|k − 1), x̂(k|k − 1),P (k − 1|k − 1),P (k|k − 1) for k =

1, . . . , k1−1 have been stored. The iteration consists of the smoother gain calculation

C(k − 1) = [P (k − 1|k − 1)]F (k − 1)′[P (k|k − 1)]−1 (3.15)

followed by the evaluation of smoothed state

x̂(k − 1|k1) = x̂(k − 1|k − 1) +C(k − 1)[x̂(k|k1)− x̂(k|k − 1)] (3.16)

and the covariance of the smoothed state

P (k − 1|k1) = P (k − 1|k − 1) +C(k − 1)[P (k|k1)− P (k|k − 1)]C(k − 1)′ (3.17)

for k = k1 − 1, . . . , 2, 1.
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3.2.4 2-D Assignment Approach for Track Segment Associa-
tion

Since no measurements are used, the track stitching problem becomes easier: that

is, it is just a prediction of the old track segment from its possible ending time to

the possible starting time of the young track segment. The first step in 2-D as-

signment (Bar-Shalom et al. 2011, Deb et al. 1997, Pattipati et al. 2000), similar to

measurement-to-track association, is deciding whether or not a given pair of track

segments is eligible for an association and this process is called gating. This becomes

a hypothesis testing problem where the hypotheses are defined as follows:

H
{
TO

nO(k),T
Y
nY (k)

}
: Track segment TO

nO(k) and track segment T Y
nY (k) are

from the same target
H̄
{
TO

nO(k),T
Y
nY (k)

}
: Track segment TO

nO(k) and track segment T Y
nY (k) are

not from the same target.

(3.18)

For a given ψ̂
ij

l , consider any track segment pair
{
TO

nO(k),T
Y
nY (k)

}
∈ ΦT

f (k) and

release all the measurements in the interval (iOnO + 1, jY
nY − 1) (for simplicity, i and j

are used in this subsection). Propagate the old track segment from its possible ending

time (i) to the possible starting time (j) of the young track segment (this is discussed

in detail in Section 3.3). This propagated old track segment is represented by its

state estimate x̂nO(j|i) and the corresponding young track segment at the same time

is represented by its state estimate x̂nY (j|j). The hypothesis (3.18) testing depends

on the difference between these two states, i.e.,

∆nOnY (j|i) = x̂nO(j|i)− x̂nY (j|j) (3.19)

with corresponding covariance

ΣnOnY (j|i) = P nO(j|i) + P nY (j|j). (3.20)

Making use of the chi-square test (Bar-Shalom et al. 2004), hypothesis H
{
TO

nO(k),T
Y
nY (k)

}
is accepted if

[∆nOnY (j|i)]′ [ΣnOnY (j|i)]−1 [∆nOnY (j|i)] ≤ γx (3.21)

is true, where γx is the gate threshold for state vector dimension — can be obtained

using chi-square distribution (Bar-Shalom et al. 2004) — corresponding to a certain

gate probability, PG. Otherwise, H̄
{
TO

nO(k),T
Y
nY (k)

}
is accepted.
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After hypothesis testing, the association between the two track segment lists

T O(k) and T Y(k) is a 2-D assignment problem. Dummy tracks are added to both

track lists to represent non-association; this dummy track can be associated with a

track declared dead or a track associated with a newborn target. Define an assignment

variable, which is binary, as

aij
nOnY =


1 if track segments TO

nO(k) and
T Y

nY (k) are from the same target
0 else.

(3.22)

The cost of forward predicted track segment TO
nO(k) being associated with track

segment T Y
nY (k) is represented by cij

nOnY . The ultimate aim is to solve for the optimal

set of assignment variables {aij
nOnY} such that each old track segment is assigned either

to a young track segment or to the dummy track and each young track segment is

assigned to an old track segment or to the dummy track. This can be reformulated

as

min
aij
nOnY

NO(k)∑
nO=0

NY (k)∑
nY=0

aij
nOnYc

ij
nOnY (3.23)

subject to
NO(k)∑
nO=0

aij
nOnY = 1, nY = 1, 2, . . . , NY(k) (3.24)

NY (k)∑
nY=0

aij
nOnY = 1, nO = 1, 2, . . . , NO(k), (3.25)

where a ∈ {0, 1}, nO = 0 and nY = 0 indicate dummy tracks in the old track segment

list T O(k) and the young track segment list T Y(k), respectively, and there are no

constraints on these dummy tracks. This 2-D assignment problem can be solved

optimally using modified auction algorithm (Pattipati et al. 1992).

Assuming Gaussian innovation is known, the cost cij
nOnY , which is the dimensionless

negative log-likelihood ratio (Bar-Shalom et al. 2007), is calculated as follows:

cij
nOnY =

{
− ln

N (∆
nOnY (j|i);0,Σ

nOnY (j|i))
µ

for nO ̸= 0 and nY ̸= 0

− ln (1− PD) for nO = 0 or nY = 0,
(3.26)

where PD is the target detection probability and µ is the spatial density of true and

false tracks in the state space (Bar-Shalom et al. 2004).
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Input: Broken track segments at time k
Output: Stitched tracks at time k

1: Group the track segments into old and young track lists (do this only once
at the beginning) as discussed in subsection 3.2.1.

2: Update old and young track lists as discussed in subsection 3.2.1.
3: Perform smoothing on all the tracks of young track list over a fixed period

as discussed in subsection 3.2.3.
4: Obtain set of all combinations of candidate track pairs ΦT (k) as in (3.3).
5: Obtain feasible candidate track pair set ΦT

f (k) as given in (3.11).
6: Obtain the set of all possible combinations of i’s NO(k)-tuples and j’s

NY(k)-tuples Ψij(k) as given in (3.12).
7: Obtain model parameters as discussed in subsection 3.3.2 for each pair of

tracks pertaining to ψij
l (k).

8: For every ψij
l (k) obtain corresponding total cost C2-D(ψ

ij
l (k)) by solving

(3.23).
9: Obtain ψ̂

ij

2-D(k) by solving (3.27).
10: Perform the track stitching between old and young track segments according

to the best solution ψ̂
ij

2-D(k).
11: return Stitched tracks.

Figure 3.2: An algorithm for proposed 2-D assignment based TSA
Let C2-D(ψ

ij
l (k)) represent the total minimum cost corresponding to (3.23) for a

given ψij
l (k). Now, one needs to solve for a value of ψij

l (k) that would minimize the

cost C2-D(ψ
ij
l (k)), as follows:

ψ̂
ij

2-D(k) = arg min
ψij

l (k)∈Ψij(k)
C2-D(ψ

ij
l (k)). (3.27)

The solution ψ̂
ij

2-D(k) is the best combination of possible ending and starting times.

The TSA solution corresponding to this ψ̂
ij

2-D(k) is optimal. Further, the step by step

procedure for the implementation of this proposed 2-D assignment based algorithm

can be found in Figure 3.2.

3.2.5 Multi-frame Assignment Approach for Track Segment
association

In this subsection, the multi-frame assignment (track-to-measurement-to-track) (Deb

et al. 1997, Popp et al. 2001) problem to estimate the track during the breakage

period is formulated. The multi-frame assignment algorithm can be used for both

tracking and post-processing. The difference is that in the former case the assignment

is carried-out between the track and a string of detected measurements whereas in
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the latter case the assignment is carried between the old track segment, a string of

measurements, and the young track segment as shown in Figure 3.3. In the 2-D

assignment formulation described above, the old track segments were propagated to

the starting point of young track segments. That is, no released or unassociated

measurements were used. In contrast, in multi-frame assignment both released and

unassociated measurements are used to bridge the old and young track segments. The

measurements are released the same way as in the 2-D assignment case. However, both

the proposed algorithms have a lag of look-back duration B in making the association

decisions (see Figure 3.1).

Assign dummy

measurements in the

interval 

Assign dummy

measurements in the

interval 

Figure 3.3: A typical example for S-D assignment

The idea behind releasing measurements is to

1. explore the possibility that any measurement is erroneously associated with a

track from which it actually did not originate resulting in subsequent track

termination; and
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2. associate this released measurement to the track that it most likely originated

from.

In addition to released measurements, originally unassociated measurements are also

used to improve the accuracy of track estimation.

For a given ψij
l (k), the track ending time is different for different old track seg-

ments; this is the case with the starting time of young track segments, as well. There-

fore, to formulate a general multi-frame assignment problem one needs to pick a

common i and j. This is accomplished in the following manner:

i = min

{{{
iOnO(l)

}NO(k)

nO=1
,
{
jY
nY (l)

}NY (k)

nY=1

}L(k)

l=1

}
, (3.28)

j = max

{{{
iOnO(l)

}NO(k)

nO=1
,
{
jY
nY (l)

}NY (k)

nY=1

}L(k)

l=1

}
, (3.29)

where NO(k) and NY(k) represent the number of old and young track segments,

respectively. Similarly, the measurement set, which includes both unassociated and

released measurement, is given by

Zij =

{
Zij

ua,

{
Z

iO
nOkO

nO ,e

rl

}NO(k)

nO=1

,

{
Z

kY
nY ,s

jY
nY

rl

}NY (k)

nY=1

}
. (3.30)

In the present scenario, S
∆
= j − i + 1, which may vary with k. Note that the

released measurement corresponding to track segment nO at time iOnO is x̂nO(iOnO)

and released measurement corresponding to track segment nY at time jY
nY is x̂nY (jY

nY )

(see Figure 3.3). Then, the multi-frame assignment becomes an S-dimensional (S-D)

multi-frame assignment problem (Popp et al. 2001, Deb et al. 1997). For each S-D

assignment problem, we wish to associate measurements from S lists of M(s), s =

i, . . . , j, measurements. Note that S is the same for all ψij
l (k) ∈ Ψij(k), which

is necessary for dimensionless cost comparison. The measurement zm(s)(s),m(s) =

1, . . . ,M(s) originated from either a target of
{
TO

nO(k),T
Y
nY (k)

}
∈ ΦT

f (k) or from a

spurious source.

To assign a cost to each feasible S-tuple of measurements, a generalized likelihood

ratio based on the target state estimates for the measurement candidate associations

is used. Then, any of the existing S-D assignment algorithms (Deb et al. 1997, Popp

et al. 2001) can be applied to globally minimize the cost. In the track breakage

25



period, the target may not be detected at every scan. To incorporate this missed

detection, add a dummy measurement z0(s) to each measurement list. The dummy

measurement is assigned to track pair
{
TO

nO(k),T
Y
nY (k)

}
, if

• the time s is less than or equal to the actual termination time of the old track

segment nO, i.e., s ≤ iOnO

• the time s is greater than the actual starting time of the young track segment

nY , i.e., s > jY
nY

• the target is not detected at time s.

These conditions are represented in (3.32) and (3.33).

For a givenψij
l (k), the likelihood that an S-tuple of measurements zm(i),m(i+1),...,m(j)

originated from the target pertaining to track couple
{
TO

nO(k),T
Y
nY (k)

}
∈ ΦT

f (k), with

the known state xnOnY (s|s) is

ΛnOnY (zm(i),m(i+1),...,m(j)|(nO, nY)) =

j∏
s=i

{
[(1− PD)]

1−I(m(s))

×
[
PDp(zm(s)(s)|xnOnY (s|s))

]I(m(s))

}
(3.31)

where PD is the target detection probability and I(m(s)) is an indicator function, i.e.,

I(m(s)) =

{
0 if m(s) = 0

1 else
(3.32)

with

m(s) =


0 if s ≤ iOnO

0 elseif s > jY
nY

∈ {0, 1, . . . ,M(s)} else.
(3.33)

The likelihood that the measurements are all spurious or unrelated to
{
TO

nO(k),T
Y
nY (k)

}
,

i.e., (nO, nY) = ∅, is

ΛnOnY (zm(i),m(i+1),...,m(j)|(nO, nY) = ∅) =
j∏

s=i

[
1

V

]I(m(s))

(3.34)

where V is the volume of the surveillance region. The cost of associating the S-tuple

to
{
TO

nO(k),T
Y
nY (k)

}
is given by the negative log-likelihood ratio

cm(i),m(i+1),...,m(j) = − lnLnOnY :∅ (3.35)
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where LnOnY :∅ is the the likelihood ratio given by

LnOnY :∅ =
ΛnOnY (zm(i),m(i+1),...,m(j)|(nO, nY))

ΛnOnY (zm(i),m(i+1),...,m(j)|(nO, nY) = ∅)

=

∏j
s=i

{
[(1− PD)]

1−I(m(s)) ×
[
PDp(zm(s)(s)|xnOnY (s|s))

]I(m(s))
}

j∏
s=i

[
1
V

]I(m(s))

=

j∏
s=i

{
[(1− PD)]

1−I(m(s)) ×
[
V PDp(zm(s)(s)|xnOnY (s|s))

]I(m(s))

}
(3.36)

Whenever xnOnY (s|s) in (3.31) is not known, it can be replaced by its predicted

value x̂nOnO(s|s−1). Since the multi-frame association is carried out between the old

track segment TO
nO(k), (S − 2)-tuple of measurements, and the young track segment

T Y
nY (k), x̂nOnY (s−1|s−1) represents the estimated state at time s−1 given that both

old and young track segments are from the same target. At time s, the estimated state

x̂nOnY (s−1|s−1) is obtained by first updating the old track segment TO
nO(k) to time

s− 1 using measurement tuple zm(i),m(i+1),...,m(s−1), i.e., estimating x̂nO(s− 1|s− 1),

and then predicting x̂nO(s − 1|s − 1) to time s, i.e., obtaining x̂nO(s|s − 1) which is

nothing but x̂nOnY (s|s− 1).

After simplification the cost (Bar-Shalom et al. 2007) of the candidate association

of S-tuple of {m(i),m(i+ 1), . . . ,m(j)} measurements to track pair is

cm(i),m(i+1),...,m(j) = − ln

j∏
s=i

{
[(1− PD)]

1−I(m(s)) ·
[
V PDp(zm(s)(s)|xnOnY (s|s))

]I(m(s))

}

=

j∑
s=i

{
[I(m(s))− 1] ln (1− PD)

− I(m(s)) ln
V PD

|2πΣnOnY (s)|
1
2

+ I(m(s))

(
1

2
Dκ

nOnY (s)

)}
(3.37)

where Dκ
nOnY (s) is the squared distance and it is given by

DnOnY (s) = [∆nOnY (s|s− 1)]′ [ΣnOnY (s)]−1 [∆nOnY (s|s− 1)] . (3.38)

with

∆nOnY (s|s− 1) = zm(s)(s)− ẑnOnY (s|s− 1) (3.39)
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Input: Broken track segments at time k
Output: Stitched tracks at time k

1: Group the track segments into old and young track lists (do this only once
at the beginning) as discussed in subsection 3.2.1.

2: Update old and young track lists as discussed in subsection 3.2.1.
3: Perform smoothing on all the tracks of young track list over a fixed period

as discussed in subsection 3.2.3.
4: Obtain set of all combinations of candidate track pairs ΦT (k) as in (3.3).
5: Obtain feasible candidate track pair set ΦT

f (k) as given in (3.11).
6: Obtain the set of all possible combinations of i’s NO(k)-tuples and j’s

NY(k)-tuples Ψij(k) as given in (3.12).
7: Obtain model parameters as discussed in subsection 3.3.1 for each pair of

tracks pertaining to ψij
l (k).

8: Formulate general multi-frame assignment problem by picking a common i
and j using (3.28) and (3.29), respectively.

9: Obtain the measurement set Zij, which includes both unassociated and
released measurement, as given in (3.30).

10: For every ψij
l (k) obtain corresponding total cost CS-D(ψ

ij
l (k)) by solving

(3.42).
11: Obtain ψ̂

ij

S-D(k) by solving (3.46).
12: Perform the track stitching between old and young track segments according

to the best solution ψ̂
ij

S-D(k).
13: return Stitched tracks.

Figure 3.4: An algorithm for proposed S-D assignment based TSA
and

ΣnOnY (s) = R(s) + [H(s|s− 1)]P nOnY (s|s− 1)[H(s|s− 1)]′. (3.40)

In the above equation the term H(s|s− 1) is the Jacobian matrix (Bar-Shalom et al.

2004) at x̂nOnY (s|s− 1).

Let us define the binary association variable as

am(i),m(i+1),...,m(j) =

1 if the S-tuple zm(i),m(i+1),...,m(j) is associated with a
candidate target

0 otherwise.
(3.41)

The goal is to find the most likely set of S-tuples such that each track is allocated

with at most a measurement from each measurement list and each measurement is

assigned to a track or declared as false alarm. This is formulated as a generalized S-D

assignment problem:

min
am(i),m(i+1),...,m(j)

M(i)∑
m(i)=0

M(i+1)∑
m(i+1)=0

· · ·
M(j)∑

m(j)=0

am(i),m(i+1),...,m(j)cm(i),m(i+1),...,m(j) (3.42)
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subject to

M(i+1)∑
m(i+1)=0

M(i+2)∑
m(i+2)=0

· · ·
M(j)∑

m(j)=0

am(i),m(i+1),...,m(j) = 1, m(i) = 1, 2, . . . ,M(i) (3.43)

M(i)∑
m(i)=0

M(i+2)∑
m(i+2)=0

· · ·
M(j)∑

m(j)=0

am(i),m(i+1),...,m(j) = 1, m(i+ 1) = 1, 2, . . . ,M(i+ 1) (3.44)

... ... ...
M(i)∑

m(i)=0

M(i+1)∑
m(i+1)=0

· · ·
M(j−1)∑

m(j−1)=0

am(i),m(i+1),...,m(j) = 1, m(j) = 1, 2, . . . ,M(j) (3.45)

where a is a binary variable, i.e., a ∈ {0, 1}. Note that there are no constraints on the

dummy measurements. Using dummy measurements, the association is performed

over a complete set of S-tuples for a given ψij
l (k). Thus, if a target was missed in the

measurement list s, the corresponding S-tuple has m(s) = 0.

Let CS-D(ψ
ij
l (k) represent the total minimum cost corresponding to (3.42) for a

given ψij
l (k). Now, one needs to solve for a value of ψij

l (k) that would minimize the

cost CS-D(ψ
ij
l (k)) as follows:

ψ̂
ij

S-D(k) = arg min
ψij

l (k)∈Ψij(k)
CS-D(ψ

ij
l (k)). (3.46)

The TSA solution S-tuples corresponding to this ψ̂
ij

S-D(k) would be optimal. Further,

the step by step procedure for the implementation of this proposed S-D assignment

based algorithm can be found in Figure 3.4.

3.3 MODEL PARAMETER ESTIMATION

It is reasonable to assume that the motion of the target pertaining to a given track

couple follows one of the following cases:

1. CV model throughout the breakage period

2. CT model, with turning rate ω, throughout the breakage period

3. Combination of CV model and CT model during breakage period. This combi-

nation could be one of the following possibilities

(a) CV model followed by CT model
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(b) CV model followed by CT model again followed by CV model

(c) CT model followed by CV model.

That is, the target can undergo at most one turn during the breakage period, which is

a reasonable assumption. We need to estimate the model parameters, i.e., the turning

rate ω, as well as the times at which the turn starts and ends. Depending upon the

computational requirements, one can decide to go either with first two cases or with

all three possible cases. Considering the first two cases is simpler at the expense of

tracking accuracy.

3.3.1 S-D Assignment Case

In this case, the goal is to estimate the model parameter ω and the times the turn

starts and ends for a given S-tuple of measurements pertaining to the track couple{
TO

nO(k),T
Y
nY (k)

}
with the corresponding time stamp pair (iOnO , j

Y
nY ). The (iOnO−jY

nY )-

tuple of measurements of this track couple is obtained from the corresponding S-tuple

of measurements by retaining the measurements in the interval (iOnO + 1, jY
nY ). This

retained measurement tuple is

zm(iO
nO+1),m(iO

nO+2),...,m(jY
nY ) = {zm(iO

nO+1), . . . , zm(kts ), . . . , zm(kte ), . . . , zm(jY
nY )} (3.47)

and its corresponding state sequence is

XiO
nO+1,iO

nO+2,...,jY
nY

= {xnO(iOnO + 1), . . . ,xnO(kts), . . . ,xnO(kte), . . .xnY (jY
nY )}, (3.48)

where kts and kte are the turning start and end times, respectively. The likelihood

that the measurement tuple zm(iO
nO+1),m(iO

nO+2),...,m(jY
nY ) originated from a target whose

motion follows one of the three cases discussed above is

ΛnOnY (zm(iO
nO+1),m(iO

nO+2),...,m(jY
nY )|kts , kte , ω,XiO

nO+1,iO
nO+2,...,jY

nY
)

= p
(
kts , kte ,XiO

nO+1,iO
nO+2,...,jY

nY
, ω, zm(iO

nO+1),m(iO
nO+2),...,m(jY

nY )

)
. (3.49)

Using this likelihood function kts , kte , and ω are estimated by maximizing the log

likelihood function, i.e.,

(k̂ts , k̂te , ω̂) =

arg max
{kts ,kte ,ω}

ln ΛnOnY (zm(iO
nO+1),m(iO

nO+2),...,m(jY
nY )|kts , kte , ω,XiO

nO+1,iO
nO+2,...,jY

nY
),

(3.50)
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where |ω| ≤ ωmax and iOnO ≤ (kts ≤ kte) ≤ jY
nY . Here, (kts = kte) refers to the first

case, (kts = iOnO) < (kte = jY
nY ) refers to the second case, and the rest refer to the

third case. An evaluation of the likelihood function ΛnOnY (·) in (3.49) is performed

(Zhang et al. 2015) as follows:

ΛnOnY (zm(iO
nO+1),m(iO

nO+2),...,m(jY
nY )|kts , kte , ω,XiO

nO+1,iO
nO+2,...,jY

nY
)

= p
(
kts , kte ,XiO

nO+1,iO
nO+2,...,jY

nY
|ω, zm(iO

nO+1),m(iO
nO+2),...,m(jY

nY )

)
=

kts∏
k1=iO

nO+1

kte∏
k1=kts+1

jY
nY∏

k1=kte+1

pk1

(
kts , kte ,xnOnY (k1)|ω, zm(iO

nO+1),m(iO
nO+2),...,m(jY

nY )

)

=
1

ċ
exp

{
−1

2

( kts∑
k1=iO

nO+1

[z̃CV(k1|k1 − 1)]′[ΣCV(k1|k1 − 1)]−1[z̃CV(k1|k1 − 1)]

+

kte∑
k1=kts+1

[z̃CT(k1|k1 − 1)]′[ΣCT(k1|k1 − 1)]−1[z̃CT(k1|k1 − 1)]

+

jY
nY∑

k1=kte+1

[z̃CV(k1|k1 − 1)]′[ΣCV(k1|k1 − 1)]−1[z̃CV(k1|k1 − 1)]

)}
(3.51)

where

z̃CV(k1|k1 − 1) = z(k1)− h[x̂CV(k1|k1 − 1)] (3.52)

z̃CT(k1|k1 − 1) = z(k1)− h[x̂CT(k1|k1 − 1)] (3.53)

ΣCV(k1|k1 − 1) = R(k1) + [H(k1|k1 − 1)]P CV(k1|k1 − 1)[H(k1|k1 − 1)]′ (3.54)

ΣCT(k1|k1 − 1) = R(k1) + [H(k1|k1 − 1)]P CT(k1|k1 − 1)[H(k1|k1 − 1)]′. (3.55)

The termH(k1|k1 − 1) is the Jacobian matrix (Bar-Shalom et al. 2004) at x̂(k1|k1 − 1)

and ċ is a constant, which is irrelevant to the maximization.

3.3.2 2-D Assignment Case

This case is the same as the S-D assignment case except for the fact that no mea-

surement information is used. For a given track pair
{
TO

nO(k),T
Y
nY (k)

}
, the goal is
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to find the turn rate ω, its starting time kts , and its ending time kte . Similar to

the S-D assignment case, here too one can assume that the target motion follows

the constant velocity model before and after turning. Let x̂nO(jY
nY |iOnO , kts , kte , ω) and

P nO(jY
nY |iOnO , kts , kte , ω) be the predicted state and its covariance of old track segment

nO at time jY
nY , respectively; let x̂nY (jY

nY ) and P nY (jY
nY ) be the state and its covari-

ance of the young track segment nY at the same time jY
nY , respectively. The difference

between these two estimates is

∆nOnY (jY
nY |iOnO) = x̂nO(jY

nY |iOnO , kts , kte , ω)− x̂nY (jY
nY ) (3.56)

with corresponding covariance

ΣnOnY (jY
nY |iOnO) = P nO(jY

nY |iOnO , kts , kte , ω) + P nY (jY
nY ). (3.57)

Now, (kts , kte , ω) is estimated as

(k̂ts , k̂te , ω̂) = arg min
{kts ,kte ,ω}

[
∆nOnY (jY

nY |iOnO)
]′ [

ΣnOnY (jY
nY |iOnO)

]−1 [
∆nOnY (jY

nY |iOnO)
]
.

(3.58)

The solution (k̂ts , k̂te , ω̂) is obtained from the following predetermined sets

kts ∈ {iOnO , i
O
nO + 1, . . . , jY

nY} (3.59)

kte ∈ {iOnO , i
O
nO + 1, . . . , jY

nY} (3.60)

ω ∈ {−ωmax,−ωmax + δω,−ωmax + 2δω, . . . , ωmax} (3.61)

subject to kts ≤ kte . In (3.61), ωmax and δω represent the maximum turn rate and

the step size, respectively. The predicted state x̂nO(jY
nY |iOnO , kts , kte , ω) is obtained as

x̂nO(k1|k1 − 1, kts , kte , ω) =

{
F 1(k1)x̂nO(k1 − 1) if k1 ≤ kts or k1 > kte
F 2(k1)x̂nO(k1 − 1) otherwise

(3.62)

with the corresponding covariance being

P nO(k1|k1 − 1, kts , kte , ω)

=

{
[F 1(k1)]P nO(k1 − 1)[F 1(k1)]

′ + Γ(k1)Q(k1)Γ(k1)
′ if k1 ≤ kts or k1 > kte

[F 2(k1)]P nO(k1 − 1)[F 2(k1)]
′ + Γ(k1)Q(k1)Γ(k1)

′ otherwise
(3.63)

for k1 = iOnO + 1, iOnO + 2, . . . , jY
nY .
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3.4 RESULTS AND DISCUSSIONS

3.4.1 Target Simulation

For the evaluation of the proposed algorithms, targets with the following design pa-

rameters being common for all scenarios are considered:

1. sampling interval, ∆(k) = 1s;

2. process noise covariance matrix, Q(k) =

0.4m2 0

0 0.4m2

;

3. measurement vector consisting of range and azimuth with standard deviations

σr = 10m and σϕ = 0.01 rad., respectively.

While tracking, the single point track initialization method (Yeom et al. 2004, Musicki

and Song 2013) with maximum velocity, Vmax = 50 m/s for track initialization and

a nearest neighbor (NN) (Bar-Shalom et al. 2011) association filter with constant

velocity model for filtering are used.

Simulation is performed using MATLAB R2015a on a computer with 64 GB RAM

and Intel (R) Xeon(R) processor.

3.4.2 TSA Parameters

To implement the TSA algorithms, the following conditions are considered:

• Eligibility criteria: At time k, all confirmed tracks are eligible to be considered

for association.

• Model parameters: Bimax = 5, Bjmax = 0, |ωmax| ≤ 15◦/s, δω = 0.1◦/s.

• Look-back duration: 0 ≤ B ≤ 30.

• Smoothing: The young track is smoothed before it is considered for an associ-

ation. Ten scans from the beginning of the young track segment are considered

for smoothing.

• Turning duration: It is assumed that a target turn lasts at least four scans.

• Probability of detection: P b
D is the probability of target detection during the

breakage period (i.e., P b
D is applicable to the target turning duration).
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Figure 3.5: Target trajectory (ω = 10◦/s)
• S-D assignment: To reduce the computational load, for any given track pair{

TO
nO(k),T

Y
nY (k)

}
, the optimal model parameters are obtained the same way as

in the 2-D case, and then the measurement tuple corresponding to this optimal

model parameters is obtained.

3.4.3 Single Target Scenario

In this scenario, a single target with initial state
(
700m −10 m/s 1200m −10 m/s

)′
taking a turn during the interval 48–55 is generated as shown in Figure 3.5. Since

tracking is performed with the constant CV model, track breakages occur around the

turning interval. To associate these broken tracks under different clutter and turning

rate scenarios, all three TSA algorithms (i.e., existing 2-D TSA (Yeom et al. 2004),

proposed 2-D TSA, and proposed S-D TSA) are applied. The resulting stitched tracks

are associated with the ground truth and the decision is declared as a correct decision

if all the broken tracks originating from the same target are stitched (Drummond

1997).

A With no clutter

Figure 3.6 shows the broken tracks and results after stitching by the TSA algorithms.

Stitching results are better for the proposed algorithms as they look for a possible

target turn during stitching period. Even though the existing TSA algorithm (Yeom
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Figure 3.6: Track stitching (P b
D = 0.3, Bi = 5, λ = 0m−2, ω = 4◦/s, kO

nO,e < kY
nY ,s

)

et al. 2004) does not look for any possible target turn, it still manages to stitch broken

tracks correctly because of the combination of low target turning rate, ω = 4◦/s, and

low process noise.

Table 3.1: Percentage of Correct Association Decisions
(B = 15, ω = 4◦/s, λ = 0m−2, 100 Monte Carlo runs)

% of Correct TSA Decisions

Existing
2-D TSA

(Yeom et al. 2004)

Proposed 2-D TSA Proposed S-D TSA

Bi (number of frames going backward along old track)

0 1 2 3 4 5 0 1 2 3 4 5

P b
D

0.8 33 47 52 67 81 86 95 48 57 76 96 96 96

0.6 41 74 74 78 87 91 96 76 78 83 83 92 98

0.3 57 86 86 88 89 90 93 90 93 94 94 94 94

0.1 54 86 87 88 90 92 92 86 88 90 92 92 92

0.0 50 86 86 86 87 87 87 86 86 86 87 87 87

Normalized
CPU Time 1 5 10 17 21 31 35 10 17 31 45 61 75

Tables 3.1 and 3.2 show the percentage of correct association decisions and number

of continuous tracks, respectively, when there is no clutter. It can be seen that the
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Table 3.2: Number of Continuous Tracks
(B = 15, ω = 4◦/s, λ = 0m−2, 100 Monte Carlo runs)

Number of Continuous Tracks

Existing
2-D TSA

(Yeom et al. 2004)

Proposed 2-D TSA Proposed S-D TSA

Bi (number of frames going backward along old track)

0 1 2 3 4 5 0 1 2 3 4 5

P b
D

0.8 86 89 90 93 96 97 99 89 91 95 99 99 99

0.6 73 88 88 90 94 96 98 89 90 92 92 96 99

0.3 60 87 87 89 90 91 93 90 93 94 94 94 94

0.1 54 86 87 88 90 92 92 86 88 90 92 92 92

0.0 50 86 86 86 87 87 87 86 86 86 87 87 87

proposed algorithm performs better compared to the existing ones but with an extra

computational cost. Notice that, when P b
D is 0, 0.1 or 0.3, all the three algorithms

— existing TSA algorithm (Yeom et al. 2004), proposed 2-D TSA algorithm, and

proposed S-D TSA algorithm — show correct association decisions that are even

better than higher P b
D cases. This happens due to the following reason: an increase

in the P b
D reduces the track breakage rate and breaking period.

In the higher P b
D cases, when a track gets terminated, it is highly likely that its

corresponding new track gets initialized within the next few scans or even before the

termination of old track segment. The existing TSA algorithm (Yeom et al. 2004)

fails to stitch tracks whenever the young track is initialized before the termination

of its corresponding old track segment and, in addition, it uses only the CV model

to stitch the tracks whenever the young track segment initialization time is greater

than or equal to the old track termination. Consequently, the existing TSA algo-

rithm (Yeom et al. 2004) shows results that are inferior to the proposed algorithms as

shown in Tables 3.1, 3.3, and 3.5. If the breakage period is less than the assumed min-

imum turn duration (which is usual in the higher P b
D cases), the proposed algorithms

consider only the CV model to bridge the track segments and hence the percentage

of correct association decisions decreases as P b
D increases. However, the increase in

breakage duration is achieved by going backward along old track segment so as to use

combination of CV and CT models and hence higher P b
D cases show rapid increment
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Figure 3.7: Single target RMSE (P b
D = 0.3, Bi = 3, λ = 0m−2, ω = 4◦/s)

in correct association decision making rate as Bi increases. As a result the proposed

algorithms can stitch tracks even if the young track segment is initialized before the

termination of its corresponding old track segment.
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Position and velocity root-mean-squared-error (RMSE) values are compared in

Figure 3.7. The proposed S-D TSA algorithm shows improvement over the other two

algorithms. This is because of the utilization of available measurement information

during breakage period. Even when there are no unassociated measurements during

breakage period, the proposed S-D TSA algorithm utilizes the released measurements

and hence performs better than the proposed 2-D TSA algorithm.

B With low clutter

Figures 3.8 and 3.9 show the RMSE plot corresponding to Bi = 0 and Bi = 5, respec-

tively, for low clutter λ = 1× 10−6m−2. The proposed S-D TSA algorithm performs

better with Bi = 5 than with Bi = 0. This is because when Bi = 0, no measurement

is released from the old track segment, i.e., the possibility of a false measurement

association, which might have resulted in track termination, is not explored. This

results in a large estimation error. When Bi = 5, measurements associated during

the last 5 scans are released from the old track segment by going backward, and

filtering is performed afresh to explore the possibility of a false measurement associa-

tion. All false measurements were omitted, resulting in improvements in both RMSE

and the percentage of correct decisions being made. This is possible because of the

known destination (starting point of a young track segment). A sudden decrease in

position RMSE is due to the smoothing of the young track segment. Existing 2-D

TSA algorithm (Yeom et al. 2004) can rarely make the right decision because of the

combination of high turning rate and clutter, as shown in Tables 3.3 and 3.4.

C With high clutter

The increase in the rate of false alarms leads to an increase in the number of broken

tracks. For this reason, there is a reduction in performance with the proposed 2-D

TSA algorithm. In Tables 3.5 and 3.6 readers can observe that there is significant

improvement in the performance of the proposed algorithms, as Bi and P b
D increase.

In particular, the S-D TSA algorithm shows greater improvement.
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Table 3.3: Percentage of Correct Association Decisions
(B = 15, ω = 10◦/s, λ = 1× 10−6m−2, 100 Monte Carlo runs)

% of Correct TSA Decisions

Existing
2-D TSA

(Yeom et al. 2004)

Proposed 2-D TSA Proposed S-D TSA

Bi (number of frames going backward along old track)

0 1 2 3 4 5 0 1 2 3 4 5

P b
D

0.8 04 55 57 59 62 66 71 59 62 70 76 84 95

0.6 02 69 72 76 78 78 79 69 74 76 77 84 91

0.3 00 75 77 78 78 78 78 75 77 79 83 91 93

0.1 00 77 79 80 80 80 81 77 79 81 83 83 84

0.0 00 76 78 78 78 79 79 76 79 80 81 81 81

Normalized
CPU Time 1 5 8 16 21 30 35 10 18 34 48 69 81

Table 3.4: Number of Continuous Tracks
(B = 15, ω = 10◦/s, λ = 1× 10−6m−2, 100 Monte Carlo runs)

Number of Continuous Tracks

Existing
2-D TSA

(Yeom et al. 2004)

Proposed 2-D TSA Proposed S-D TSA

Bi (number of frames going backward along old track)

0 1 2 3 4 5 0 1 2 3 4 5

P b
D

0.8 10 58 60 62 65 68 73 62 65 72 78 85 96

0.6 03 70 73 77 80 80 81 70 76 78 79 85 92

0.3 00 75 77 78 78 78 78 75 77 79 83 91 93

0.1 00 77 79 80 80 80 81 77 79 81 83 83 84

0.0 00 76 78 78 78 79 79 76 79 80 81 81 81
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Table 3.5: Percentage of Correct Association Decisions
(B = 15, ω = 10◦/s, λ = 1× 10−4m−2, 100 Monte Carlo runs)

% of Correct TSA Decisions

Existing
2-D TSA

(Yeom et al. 2004)

Proposed 2-D TSA Proposed S-D TSA

Bi (number of frames going backward along old track)

0 1 2 3 4 5 0 1 2 3 4 5

P b
D

0.8 02 41 46 49 56 58 62 41 53 64 70 81 95

0.6 00 57 59 60 61 61 62 57 62 69 71 72 75

0.3 00 69 71 71 71 71 71 69 71 77 81 81 84

0.1 00 71 72 72 73 73 75 72 73 73 73 73 73

0.0 00 68 68 69 69 69 69 68 70 70 70 70 70

Normalized
CPU Time 1 5 9 16 22 30 33 14 23 39 52 76 97

Table 3.6: Number of Continuous Tracks
(B = 15, ω = 10◦/s, λ = 1× 10−4m−2, 100 Monte Carlo runs)

Number of Continuous Tracks

Existing
2-D TSA

(Yeom et al. 2004)

Proposed 2-D TSA Proposed S-D TSA

Bi (number of frames going backward along old track)

0 1 2 3 4 5 0 1 2 3 4 5

P b
D

0.8 09 46 50 53 60 61 65 46 57 67 73 83 96

0.6 02 58 60 61 62 62 63 58 63 69 70 73 76

0.3 00 69 71 71 71 71 71 69 71 77 81 81 84

0.1 00 71 72 72 73 73 75 72 73 73 73 73 73

0.0 00 68 68 69 69 69 69 68 70 70 70 70 70
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Figure 3.8: Single target RMSE (P b
D = 0.3, Bi = 0, λ = 1× 10−6m−2, ω = 10◦/s)
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Figure 3.9: Single target RMSE (P b
D = 0.3, Bi = 5, λ = 1× 10−6m−2, ω = 10◦/s)
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Figure 3.10: Track breakage due to target turn (P b
D = 0.2, Bi = 5, λ = 1× 10−6m−2,

ω = 10◦/s)
D Track breakage due to target turn

Figure 3.10 shows that stitched tracks (kO
nO,e < kY

nY ,s
) were broken due to a high turn

rate. It is observed that only the proposed algorithms are able to stitch a broken

track successfully, as they incorporate multiple target motion models (as discussed in

Section 3.3) during the breakage period. Because of the utilization of measurement

information, the broken path estimated by the proposed S-D TSA algorithm is closer

to the original target path than the estimate from the proposed 2-D TSA algorithm.

E Track stitching when kO
nO,e > kY

nY ,s

Figure 3.11 depicts the case of broken tracks where the old track’s ending time

(kO
nO,e = 56) is greater than the young track’s starting time (kY

nY ,s
= 54). Exist-

ing TSA algorithms (Yeom et al. 2004, Zhang and Bar-Shalom 2011) conclude that

broken tracks in Figure 3.11 are not eligible for stitching. Since the proposed algo-

rithms go backward in time along an old track segment, for certain values of Bi the

ending time of the old track segment becomes less than or equal to the starting time

of the young track segment, and hence they become eligible for association. For exam-

ple, when Bi ≥ 2, the old track segment ending time (kO
nO,e ≤ 54) becomes less than

or equal to the young track segment starting time (kY
nY ,s

= 54); hence they are eligible
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Figure 3.11: Track stitching when kO
nO,e > kY

nY ,s

candidates for association. For this reason, we observe an increase in the percentage

of correct association decisions by the proposed algorithms as Bi increases, as shown

in Tables 3.1, 3.3, and 3.5.

F Track breakage due to false alarm

In Figure 3.12, we can see the stitching of broken tracks that were terminated due

to a false measurement association. At time k ∈ (51, 52), the old track segment is

associated with false measurements that ultimately lead to track termination. The

proposed TSA algorithms go backward (Bi = 5) along the old track segment to suc-

cessfully explore those two false measurements and omit them from association. This

is another reason why we observe an increase in the percentage of correct decisions

made by the proposed algorithms as Bi increases, as shown in Tables 3.3 and 3.5.

3.4.4 Multiple Target Scenario
Case 1

In this scenario, multiple targets are simulated, as shown in Figure 3.13(a), and

tracked to obtain the broken tracks for P b
D = 0.4 and λ = 1 × 10−4m−2 (as shown

in Figure 3.13(b)). All three algorithms are applied to this set of broken tracks to

estimate or predict the missing parts. The correct decision is declared if all the existing

44



x (m)
0 500 1000 1500

y 
(m

)

-200

0

200

400

600

800

1000

1200
Original trajectory
Broken tracks
Existing 2-D TSA
Proposed 2-D TSA
Proposed S-D TSA

k = 100

k = 59

k = 54

k = 2

Figure 3.12: Track breakage due to false alarms
targets are associated with their corresponding broken tracks over time.

Tables 3.7, 3.8, and 3.9 show the percentage of correct association decisions when

there is no clutter, low clutter, and high clutter, respectively. As Bi increases, more

measurements are released. These released measurements contain true measurements,

false measurements, and measurements with large errors. The proposed 2-D TSA al-

gorithm does not use any measurements; moreover, it releases true measurements

and then performs the TSA, resulting in degraded performance. In contrast, the

proposed S-D TSA algorithm utilizes both the unassociated measurements and the

true measurements out of the released measurements. This leads to an increase in

performance, even when the clutter density is high and detection probability is low.

However, both proposed algorithms show greater improvement in stitching and mak-

ing right association decisions compared to existing 2-D TSA algorithm (Yeom et al.

2004). Figure 3.13 shows the results of different TSA algorithms.

Case 2

Multiple targets are simulated and tracking is performed to obtain broken tracks,

unassociated measurement set for P b
D = 0 and λ = 1 × 10−5m−2. The proposed 2-

D TSA and S-D TSA algorithms are applied on this set of broken tracks to obtain

the results shown in Figures 3.14(c) and 3.14(d), respectively. Further, to show the
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(c) Broken tracks after smoothing
x (m)

0 200 400 600 800 1000 1200

y
 (

m
)

-200

0

200

400

600

800

1000

1200

k = 1

k = 42

Track 1

k = 1

k = 43

Track 2

k = 12

k = 50

Track 3
(target 4)

k = 57

k = 85

Track 4

k = 55

k = 93

Track 5
(target 3)

k = 51

k = 100

Track 6

(d) Existing 2-D TSA algorithm
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Figure 3.13: Results of TSA for multi-target scenario (P b
D = 0.4, λ = 1× 10−4m−2,

Bi = 3)
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Table 3.7: Percentage of Correct Association Decisions
(B = 25, λ = 0m−2, 100 Monte Carlo runs)

% of Correct TSA Decisions

Existing
2-D TSA

(Yeom et al. 2004)

Proposed 2-D TSA Proposed S-D TSA

Bi (number of frames going backward along old track)

0 1 2 3 4 5 0 1 2 3 4 5

P b
D

0.5 00 37 33 33 31 32 32 51 53 55 55 56 55

0.4 00 35 33 29 28 26 26 47 47 47 48 49 49

0.3 00 31 26 21 20 20 21 41 41 42 42 42 42

0.2 00 31 31 26 27 22 15 38 38 38 38 38 40

0.1 00 27 24 20 19 17 14 36 36 36 37 37 37

0.0 00 29 27 27 25 24 21 29 30 31 30 30 30

Normalized
CPU Time 01 05 24 39 40 43 46 15 26 51 68 101 135

Table 3.8: Percentage of Correct Association Decisions
(B = 25, λ = 1× 10−6m−2, 100 Monte Carlo runs)

% of Correct TSA Decisions

Existing
2-D TSA

(Yeom et al. 2004)

Proposed 2-D TSA Proposed S-D TSA

Bi (number of frames going backward along old track)

0 1 2 3 4 5 0 1 2 3 4 5

P b
D

0.5 00 33 32 31 31 30 29 47 52 52 54 54 54

0.4 00 31 30 29 25 26 19 41 44 46 47 48 48

0.3 00 33 31 25 26 21 19 35 39 41 42 42 42

0.2 00 29 31 24 21 21 23 35 37 38 39 39 41

0.1 00 27 24 22 18 17 15 32 32 36 36 37 36

0.0 00 24 25 19 17 17 14 24 25 26 26 26 26

Normalized
CPU Time 01 05 24 39 40 43 46 17 29 55 74 121 145
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Table 3.9: Percentage of Correct Association Decisions
(B = 25, λ = 1× 10−4m−2, 100 Monte Carlo runs)

% of Correct TSA Decisions

Existing
2-D TSA

(Yeom et al. 2004)

Proposed 2-D TSA Proposed S-D TSA

Bi (number of frames going backward along old track)

0 1 2 3 4 5 0 1 2 3 4 5

P b
D

0.5 00 33 34 32 31 31 31 43 48 51 54 54 56

0.4 00 31 29 31 30 30 30 39 44 47 47 48 49

0.3 00 29 28 28 26 26 26 37 41 41 42 44 46

0.2 00 29 27 24 21 21 20 35 38 39 39 42 43

0.1 00 25 24 22 23 22 21 29 32 33 34 34 34

0.0 00 21 23 22 20 20 20 21 22 24 24 24 24

Normalized
CPU Time 01 05 24 39 40 43 46 20 33 61 84 141 162

superiority of the latter, unassociated measurement list is updated depending on

the chosen P b
D. Then, the proposed S-D TSA algorithm is applied and resulting

decision is tabulated in Table 3.10. Note the effectiveness of the proposed S-D TSA

algorithm in turning the completely wrong associations (Figure 3.14(d)) into partially

correct associations (Figure 3.14(e)) and correct associations (Figure 3.14(f)) as P b
D

increases. This is obvious because of increase in the available information in updated

measurement list.

Table 3.10: Percentage of Correct Association Decisions
(B = 25, λ = 1× 10−5m−2, 100 Monte Carlo runs)

Existing
2-D TSA

(Yeom et al. 2004)
Proposed 2-D TSA Proposed S-D TSA

% of

Correct

Decision

Normalized

CPU

Time

% of

Correct

Decisions

Normalized

CPU

Time

% of Correct Decisions Normalized

CPU

Time

P b
D

0.0 0.1 0.2 0.3 0.4 0.5

Bi

0 0 1 28 6 29 34 41 52 54 55 20

1 21 12 32 36 44 55 57 59 39

2 22 18 31 37 45 56 58 60 58

3 22 26 32 38 45 56 58 61 78

4 18 31 32 40 45 56 58 61 115

5 17 39 32 40 46 56 58 61 152
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(b) Broken tracks (P b
D = 0)
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(c) Proposed 2-D TSA algorithm (P b
D = 0,

Bi = 0)
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(d) Proposed S-D TSA algorithm (P b
D = 0,

Bi = 0)
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(e) Proposed S-D TSA algorithm (P b
D = 0.1,

Bi = 0)
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(f) Proposed S-D TSA algorithm (P b
D = 0.4,

Bi = 0)

Figure 3.14: Results of TSA for multi-target scenario (λ = 1× 10−5m−2)

49



3.5 SUMMARY

In Section 3.2, track stitching problem is formulated to: group the broken tracks

into two different lists; estimate the possible beginning and termination times of

young track segments and old track segments, respectively; use two-dimensional and

multi-dimensional assignment techniques for TSA. The model parameters estimation

with and without using available data during breakage period followed by the results

and comparisons of existing and proposed algorithms are presented and discussed.

The following contributing chapter describes the proposed track un-switching and

un-swapping algorithms.
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Chapter 4

TRACK UN-SWITCHING

4.1 OUTLINE

In this chapter, detailed theoretical and mathematical discussions are presented to

perform track stitching considering both the regularly broken track segments (as

discussed in Chapter 3) as well as algorithmically broken track segments that are

resulting from breaking possible switch/swap detections. Note that, the regularly

broken tracks, algorithmically broken tracks, and the possibly available additional

information during the time duration of interest are simultaneously considered to

perform track track un-swapping (un-switching) comprehensively. In addition to the

above, it is also presented how to utilize kinematic data along with non-kinematic

data — classification information, amplitude information — so as to achieve further

improvements in both track stitching as well as track un-swapping.

4.2 TRACK UN-SWITCHING

4.2.1 Track Grouping

In order to perform un-swapping, it is required to group the tracks into different list

as follows:

1. Old track list (T O(k)): Let the old track list be

T O(k) =
{
TO

nO(k)
}NO(k)

nO=1
(4.1)

where NO(k) is the total number of tracks in the old track list at time k. This

track list consists of tracks that have been terminated recently — due to no

association with any measurement — in the time interval (k−B + 1, k), where
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k is the current time and B is the look-back duration or sliding window size.

This look-back time is a design parameter that is decided based on the track

swapping rate, false alarm rate, or other factors.

2. Young track list (T Y(k)): Let the young track list be

T Y(k) =
{
T Y

nY (k)
}NY (k)

nY=1
(4.2)

where NY(k) is the total number of track segments in the young track list at

time k. This list consists of tracks that have been started recently in the time

interval (k−B, k) provided they attained a certain minimum age. This age can

be varied, depending upon the track breakage rate. The track segments appear

on this list for one of several reasons: it pertains to a track in the old track list,

a target is newborn, or false alarms result in a track.

3. Continuous track (non-broken) list (T C(k)): Let the continuous track list be

T C(k) =
{
T C

nC(k)
}NC(k)

nC=1
(4.3)

where NC(k) is the total number of tracks in the continuous track list. This

track list consists of tracks that are continuous (not broken) in the time duration

(k −B + 1, k) and these may have tracks swaps with one or more tracks of old

track list and/or young track list.

4. Unswapped track list (T U(k)): Let the unswapped track list be

T U(k) =
{
T U

nU (k)
}NU (k)

nU=1
(4.4)

where NU(k) is the total number of tracks in the unswapped track list at time

k. This list will be empty initially and later all those stitched tracks resulting

from the track segment association between old track list and young track list

will be added to it.

4.2.2 Track List Updating

Once the TSA is performed between old track list T O(k) and young track list T Y(k)

that contain broken track segments that exist before post-processing as well as the
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track segments that are results of breaking continuous tracks while performing post-

processing, all the track lists need to be updated in next time instant. At time k+1,

each of the aforementioned track lists is updated in the following enumerated order:

1. Update the unswapped track list T U(k+1) in the following sequence: (a) add all

the stitched tracks resulting from the TSA between track lists T O(k) and T Y(k):

that is, stitched tracks in the previous instant k; (b) add all those unassociated

but removed tracks from list T O(k) in the previous instant k; (c) delete all those

tracks which are continuous within the present window (k − B + 2) to (k + 1)

— these tracks will be added to continuous track list; and (d) delete all those

tracks whose last updated time fall within the present window (k − B + 2) to

(k + 1) — these tracks will be added to old track list.

2. Update the continuous track list T C(k + 1) in the following sequence: (a) add

all those tracks which are continuous within the present window (k−B + 2) to

(k+1); (b) add all those tracks which are continuous in the present window but

removed from unswapped track list T U(k+1); (c) add all those tracks of young

track list T Y(k) which are continuous in the present window (k − B + 2) to

(k+1); and (d) delete all those tracks that have gate overlapping (as detailed in

subsection 4.2.3) with at least any one of the tracks of T C(k+1) (excluding the

one in question) or T O(k) or T Y(k) — these tracks will be broken (by releasing

their associated measurements from time (k − B + 3) to k) and added to old

and young track lists accordingly.

3. Update the young track list T Y(k + 1) in the following sequence: (a) delete all

the tracks that were associated with old track segments at time k; (b) delete all

those tracks with the last updated time lesser than or equal to k — these tracks

will be added to old track list T O(k + 1); (c) delete all those tracks which are

continuous within the present window (k−B+2) to (k+1) — these tracks were

added to continuous track list T C(k+1); (d) add all those non-terminated tracks

with starting time falling in the interval (k − B + 3) to (k + 1) after attaining

certain minimum age; and (e) add all the young tracks which are consequence

of breaking overlapping tracks removed from continuous track list T C(k+ 1) of

present stride.
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4. Update the old track list T O(k+1) in the following sequence: (a) delete all the

tracks that were associated with young track segments at time k; (b) delete all

those tracks whose last updated time lesser than or equal to (k−B+1): that is,

tracks which are falling out of sliding window — these tracks will be added to

unswapped track list at time k + 2; (c) add all those unassociated but removed

tracks (with last updated time lesser than or equal to k) of the young track list

T Y(k + 1); (d) add all those deleted tracks of unswapped track list T U(k + 1)

whose last updated time fall within the present window (k −B + 2) to (k + 1);

and (e) add all the old tracks which are consequence of breaking overlapping

tracks removed from continuous track list T C(k + 1).

4.2.3 Track Swap Detection and Track Breaking

Under the Gaussian assumption of process and measurement noises, track data (state

and covariance) at previous scanning time is sufficient statistic to decide whether or

not the measurement gates of two different tracks overlap at the present scanning

time. If this overlapping persist for longer time then there is highly likely that this

would cause undesirable events such as swaps in the forthcoming scans (frames). To

overcome this problem, one needs to detect such undesirable events in order to correct

them. Therefore, it is required to list the tracks of continuous track list T C(k) that

have gate overlapping among themselves or with any of the tracks of old track list

T O(k) and young track list T Y(k).

First step is finding whether the following track pair has any possibility of track

swaps

{
T C

nC(k),T
A
nA(k)

}
, nC = 1, . . . , NC(k), nA = 1, . . . , NA(k) for nC ̸= nA

(4.5)

where TA
nA(k) is a track from one of the following lists: continuous track list, old track

list, and young track list; NA(k) represents the number of tracks when all these three

lists put together, i.e., NA(k) = NC(k) +NO(k) +NY(k). This is basically checking

whether or not their predicted measurement gates overlap, i.e.,

[∆κ
nCnA(k1)]

′ [Σκ
nCnA(k1)]

−1 [∆κ
nCnA(k1)] ≤ γzκ k1 = k −B + 1, . . . , k (4.6)
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where the difference in the predicted measurement

∆κ
nCnA(k) = ẑ

κ
nC(k|k − 1)− ẑκnA(k|k − 1) (4.7)

with its corresponding covariance

Σκ
nCnA(k) = E {[∆κ

nCnA(k)][∆
κ
nCnA(k)]′}

= Σκ
nC(k) +Σκ

nA(k) (4.8)

and γzκ is the gate threshold for kinematic measurement vector dimension — can

be obtained using chi-square distribution (Bar-Shalom et al. 2004) — corresponding

to a certain gate probability, PG. Track overlapping (i.e., track swap) is declared if

track pair satisfy (4.6) N o times within the present window. N o is chosen depending

upon the track swapping rate, false alarm rate, etc. Now, it is required to break

all the continuous tracks that involve in overlapping with one or more tracks. Since

our main focus is on track un-swapping, breaking process is carried-out by releasing

all the measurements within the present window for simplicity. Otherwise, one can

adapt the approach similar to the one presented in (Raghu et al. 2018). Resulting

broken track segments are added to old and young track lists — these lists already

contain regular broken tracks — accordingly so that track un-swapping and TSA can

be performed simultaneously.

4.3 ASSOCIATION COST USING KINEMATIC
INFORMATION

4.3.1 The Likelihood Ratios Using Kinematic Information

The measurement set, which includes both unassociated and released measurement,

through scanning time k −B + 1 to k be

Z(k−B+1)(k)

=

{
Z(k−B+1)(k)

ua ,
{
Z

(k−B+1)(k)
rl

}NO(k)

nO=1
,
{
Z

(k−B+1)(k)
rl

}NY (k)

nY=1
,
{
Z

(k−B+1)(k)
rl

}NC(k)

nC=1

}
.

(4.9)

and the feasible track-to-measurements-to-track tuple drawn from this measurement

set pertaining to pair
{
TO

nO(k),T
O
nY (k)

}
, nO = 1, . . . , NO(k), nY = 1, . . . , NY(k),
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through scanning time k −B + 1 to k is

zκm(k−B+1),m(k−B+2),...,m(k). (4.10)

Above tuple zκm(k−B+1),m(k−B+2),...,m(k) is a sequence consists of the following in order:

1. the old track TO
nO(k);

2. (B−2)-tuple of kinematic measurements detected during the scanning time (k−

B + 2) through (k − 1) — this tuple includes both unassociated measurements

and the released measurements (Raghu et al. 2018); and

3. the young track T Y
nY (k).

The likelihood that a B-tuple of the sequence of track-to-measurement-to-track

kinematic tuple zκm(k−B+1),m(k−B+2),...,m(k), having originated from target pertaining to

track pair
{
TO

nO(k),T
O
nY (k)

}
, with the known state xnOnY (s|s) is

Λκ
nOnY

(
zκm(k−B+1),m(k−B+2),...,m(k)|

(
nO, nY))

=
k∏

s=k−B+1

{
[1− PD]

1−I(m(s)) ×
[
PDp

(
zκm(s)(s)|x̂nOnY (s|s)

)]I(m(s))

}
(4.11)

where PD is target detection probability and I(m(s)) is a binary function indicating

whether or not measurement is assigned (i.e., target is detected) at time s, that is,

I(m(s)) =

{
1 if the measurement is assigned at time s, i.e., m(s) ̸= 0

0 otherwise
(4.12)

The likelihood that a B-tuple zκm(k−B+1),m(k−B+2),...,m(k), is spurious or unrelated to{
TO

nO(k),T
Y
nY (k)

}
, i.e., (nO, nY) = ∅, is

Λκ
∅(z

κ
m(k−B+1),m(k−B+2),...,m(k)|

(
nO, nY) = ∅) =

k∏
s=k−B+1

[
1

V

]I(m(s))

(4.13)

where V is the volume of the surveillance region.

Therefore the likelihood ratio of each B-tuple of the sequence of kinematic mea-

surements zκm(k−B+1),m(k−B+2),...,m(k), having originated from target pertaining to track

pair
{
TO

nO(k),T
O
nY (k)

}
versus being extraneous (spurious source) (Popp et al. 2001,
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Deb et al. 1997) is

Lκ
nOnY :∅ =

Λκ
nOnY (z

κ
m(k−B+1),m(k−B+2),...,m(s)|(nO, nY))

Λκ
∅(z

κ
m(k−B+1),m(k−B+2),...,m(k)| (nO, nY) = ∅)

=

∏k
s=k−B+1

{
[1− PD]

1−I(m(s)) ×
[
PDp

(
zκm(s)(s)|x̂nOnY (s|s)

)]I(m(s))
}

∏k
s=k−B+1

[
1
V

]I(m(s))

=
k∏

s=k−B+1

{
[1− PD]

1−I(m(s)) ·
[
V PDp

(
zκm(s)(s)|x̂nOnY (s|s)

)]I(m(s))

}
(4.14)

The cost (Bar-Shalom et al. 2007) associated with tuple zκm(k−B+1),m(k−B+2),...,m(k)

is given by the negative log-likelihood ratio, i.e.,

cκzκ
m(k−B+1),m(k−B+2),...,m(k)

= − lnLκ
nOnY :∅

=
k∑

s=k−B+1

{
[I(m(s))− 1] ln(1− PD)− I(m(s)) ln

V PD

|2πΣκ
nOnY (s)|

1
2

+
1

2
I(m(s))Dκ

nOnY (s)

}
(4.15)

where Dκ
nOnY (s) is the squared distance and it is given by

Dκ
nOnY (s) = [∆nOnY (s|s− 1)]′ [ΣnOnY (s)]−1 [∆nOnY (s|s− 1)] . (4.16)

with

∆nOnY (s|s− 1) = zm(s)(s)− ẑnOnY (s|s− 1) (4.17)

and

ΣnOnY (s) = R(s) + [H(s|s− 1)]P nOnY (s|s− 1)[H(s|s− 1)]′ (4.18)

In the above equation the term H(s|s− 1) is the Jacobian matrix (Bar-Shalom et al.

2004) at x̂nOnY (s|s− 1).

To simplify the problem further it is reasonable to assume that target can under

go maximum of one turn within the sliding window and the model parameters such

as turning rate, its starting and ending times are estimated so as to minimize the

association cost cκzκ
m(k−B+1),m(k−B+2),...,m(k)

as detailed in Section 3.3.
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4.4 ASSOCIATION COST USING CLASSIFICA-
TION INFORMATION

4.4.1 Classification Information Modeling

Target classes are discrete valued variables that characterize targets and can help

distinguish between the measurements that originate from different sources.

Modeling: Let β(k) be the discrete-valued class information measurement at scan-

ning time k. The each class information measurement takes value from finite set of

Nβ classes {nβ = 1, . . . , Nβ} (Bar-Shalom et al. 2011). Assuming one has predefined

and time independent Nβ ×Nβ confusion matrix given by

C =


C(1, 1) . . . C(1, Nβ)

... . . . ...

C(Nβ, 1) . . . C(Nβ, Nβ)

 (4.19)

with each element C(ı, ȷ) is the likelihood of the true class being ı when the observed

measurement β = ȷ, i.e.,

C(ı, ȷ) = Pr{β(k) = ȷ|ς = ı} (4.20)

where Pr{·} is the probability of occurrence of an event. Therefore the likelihood for

selected class ȷ is the ȷth column of matrix C.

Probabilities Calculation: The posterior probability of a target being in class ı

given the class measurement β(k) = ȷ can be written (Bar-Shalom et al. 2005) as

ζı(k) = Pr{ς = ı|β(k) = ȷ}

=
C(ı, ȷ)ζı(k − 1)∑Nβ

nβ=1C(nβ, ȷ)ζn
β
(k − 1)

(4.21)

where ζ(k − 1) is the Nβ × 1 vector consisting of the prior probabilities of class

{1, . . . , Nβ} and ζı(k − 1) denotes the prior probability of class ı.

For track pertaining to
{
TO

nO(k),T
O
nY (k)

}
the updated (posterior) class probability

vector at time k, given the class measurement-tuple βm(k−B+1),m(k−B+2),...,m(k), is given

by (Bar-Shalom et al. 2005)

ζnOnY (k)
∆
= col[Pr{ς = ı|β(k) = ȷ, βm(k−B+1),m(k−B+2),...,m(k−1)}]

=
C(:, ȷ)⊗ ζnOnY (k − 1)

[C(:, ȷ)]′ζnOnY (k − 1)
(4.22)
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where ζnOnY (k − 1) is the prior probability vector, and ⊗ is the Schur-Hadamard

product, i.e., ζinβ(k) = C(nβ, ȷ) · ζnβ

nOnY (k − 1).

4.4.2 The Likelihood Ratios Using Classification Information

Let the augmented measurement vector consisting of kinematic components aug-

mented with the classification component be

zκβ(k)
∆
=

zκ(k)
β(k)

 (4.23)

and feasible measurement-tuple similar to (4.10) but includes both kinematic and

class information be

zκβm(k−B+1),m(k−B+2),...,m(k) =
{
zκm(k−B+1),m(k−B+2),...,m(k), βm(k−B+1),m(k−B+2),...,m(k)

}
.

(4.24)

Due to the independent assumption of kinematic and classification information, their

combined likelihood ratio Lκβ
nOnY :∅ for measurement-tuple zκβm(k−B+1),m(k−B+2),...,m(k)

originating from a target pertaining to track pair
{
TO

nO(k),T
O
nY (k)

}
versus being

extraneous, is given by the product of their individual likelihood ratios (Bar-Shalom

et al. 2005), i.e.,

Lκβ
nOnY :∅ = Lκ

nOnY :∅ · L
β
nOnY :∅ (4.25)

The likelihood ratio of each B-tuple of the class sequence βm(k−B+1),m(k−B+2),...,m(k),

having originated from target pertaining to
{
TO

nO(k),T
O
nY (k)

}
versus being extraneous

(spurious source) (Bar-Shalom et al. 2005) is

Lβ
nOnY :∅ =

Λβ
nOnY

(
βm(k−B+1),m(k−B+2),...,m(k)|

(
nO, nY))

Λβ
∅ (βm(k−B+1),m(k−B+2),...,m(k)| (nO, nY) = ∅)

=
k∏

s=k−B+1

[
[C(:, β(s))]′ζnOnY (s− 1)

[C(:, β(s))]′ζex

]I(m(s))

(4.26)

with the posterior class probability vector

ζnOnY (s− 1) = [ζnOnY (s− 2)]1−I(s−1) ·
[
C(:, β(s− 1))⊗ ζnOnY (s− 2)

[C(:, β(s− 1))]′ζnOnY (s− 2)

]I(s−1)

(4.27)

where ζex is a class probability vector corresponding to extraneous target such as

new/false target. Note that class probability vector ζnOnY (k− 1) remains unchanged
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through the time k − 2 to k − 1 if zκ(k − 1) is a dummy measurement assigned to

measurement-tuple zκm(k−B+1),m(k−B+2),...,m(k) at time k − 1.

The cost associated with class-tuple βm(k−B+1),m(k−B+2),...,m(k) is given by the neg-

ative log-likelihood ratio, i.e.,

cββm(k−B+1),m(k−B+2),...,m(k)
= − lnLβ

nOnY :∅

= −

(
k∑

s=k−B+1

I(m(s)) ln

(
[C(:, β(s))]′ζnOnY (s− 1)

[C(:, β(s))]′ζex

))
(4.28)

Therefore when the kinematic and the classification information are integrated, the to-

tal cost associated with track-to-measurments-to-track sequence zκβm(k−B+1),m(k−B+2),...,m(k)

is

cκβ
zκβ
m(k−B+1),m(k−B+2),...,m(k)

= − lnLκβ
nOnY :∅

= cκzκ
m(k−B+1),m(k−B+2),...,m(k)

+ cββm(k−B+1),m(k−B+2),...,m(k)
(4.29)

Note that, double counting of target missing information in (4.29) is avoided by

considering such missed detections (i.e., when I(m(s)) = 0) only while computing

kinematic information based cost cκzκ
m(k−B+1),m(k−B+2),...,m(k)

but not while computing

classification information based cost cββm(k−B+1),m(k−B+2),...,m(k)
. However, to facilitate

fair comparison, it is required to consider such missed detections in the latter case

as well while performing track-to-measurments-to-track association solely based on

classification information. Thus the modified classification information based cost

cβ∗βm(k−B+1),m(k−B+2),...,m(k)
is given by

cβ∗βm(k−B+1),m(k−B+2),...,m(k)
= − lnLβ∗

nOnY :∅

= − ln
k∏

s=k−B+1

{
[1− PD]

1−I(m(s))

×
[
[C(:, β(s))]′ζnOnY (s− 1)

[C(:, β(s))]′ζex

]I(m(s))
}

=
k∑

s=k−B+1

{
[I(m(s))− 1](1− PD)

− I(m(s)) ln

(
[C(:, β(s))]′ζnOnY (s− 1)

[C(:, β(s))]′ζex

)}
(4.30)
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4.5 ASSOCIATION COST USING AMPLITUDE
INFORMATION

4.5.1 Amplitude Information Modeling

Let α(k) be the continuous-valued amplitude measurement at scanning time k. If the

amplitude is target originated then α(k) has an average signal-to-noise-ratio d. Oth-

erwise, i.e., if the measurement is due to noise only then it has unity power. In either

case the amplitude measurements are assumed to be Rayleigh distributed (Goldsmith

2005) and hence their pdfs before applying threshold are given by (Kirubarajan and

Bar-Shalom 1996)

p1 (α(k)) =
α(k)

1 + d
exp

(
− α2(k)

2(1 + d)

)
, α(k) ≥ 0 (4.31)

and

p0(α(k)) = α(k) exp

(
−α2(k)

2

)
, α(k) ≥ 0 (4.32)

respectively. With the known threshold τ — that decides whether the target is de-

tected (Fortmann et al. 1985) — the detection probability of target-originated mea-

surement PD and the detection probability of clutter or false alarm PFA are respectively

defined as follows

PD
∆
= Pr{a target-originated measurement exceeds threshold τ} (4.33)

PFA
∆
= Pr{a measurement due to noise only exceeds threshold τ} (4.34)

These detection probabilities PD and PFA are obtained from their respective pdfs as

follows

PD =

∫ +∞

τ

p1(α(k))dα(k) = exp

(
− τ 2

2(1 + d)

)
(4.35)

PFA =

∫ +∞

τ

p0(α(k))dα(k) = exp

(
−τ 2

2

)
(4.36)

Now, the density functions corresponding to thresholded measurements are given by

pτ1(α(k)) =
p1(α(k))

PD

=
α(k)

PD(1 + d)
exp

(
− α(k)

2(1 + d)

)
, α(k) ≥ τ (4.37)
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pτ0(α(k)) =
p0(α(k))

PFA

=
α(k)

PFA
exp

(
−α2(k)

2

)
, α(k) ≥ τ (4.38)

Subsequently, the amplitude likelihood ratio is defined as

ρ(k) =
pτ1(α(k))

pτ0(α(k))
. (4.39)

4.5.2 The Likelihood Ratios Using Amplitude Information

Let the augmented measurement vector consisting of kinematic components aug-

mented with the amplitude be

zκα(k)
∆
=

zκ(k)
α(k)

 (4.40)

and feasible measurement-tuple similar to (4.10) but includes both kinematic and

amplitude information be

zκαm(k−B+1),m(k−B+2),...,m(k) =
{
zκm(k−B+1),m(k−B+2),...,m(k), αm(k−B+1),m(k−B+2),...,m(k)

}
.

(4.41)

Usually, one assumes that kinematic and amplitude information are independent

of each other. Therefore their combined likelihood ratio Lκα
nOnY :∅ for measurement-

tuple zκαm(k−B+1),m(k−B+2),...,m(k) originating from a target pertaining to track pair{
TO

nO(k),T
O
nY (k)

}
versus being spurious, is the product of their individual likelihood

ratios, i.e.,

Lκα
nOnY :∅ = Lκ

nOnY :∅ · L
α
nOnY :∅ (4.42)

The likelihood ratio of each of amplitude-tuple αm(k−B+1),m(k−B+2),...,m(k) pertain-

ing to a target of track pair
{
TO

nO(k),T
O
nY (k)

}
versus being extraneous (spurious
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Input: Tracks to be unswapped at time k
Output: Unswapped track list at time k

1: Group the track segments into old, young and continuous track lists (do
this only once at the beginning) as discussed in subsection 4.2.1.

2: Detect all those tracks of continuous track list that might have got track
swaps with one or more tracks of old and young track lists as discussed in
subsection 4.2.3 and break.

3: Update old, young and continuous track lists as discussed in subsec-
tion 4.2.2.

4: Perform smoothing on all the tracks of young track list over a fixed period
as discussed in subsection 3.2.3.

5: Obtain set of all combinations of candidate track pairs ΦT (k) as in (3.3).
6: Obtain feasible candidate track pair set ΦT

f (k) as given in (3.11).
7: Release all the measurements pertaining to the broken tracks during the

window period k −B + 1 to k.
8: Obtain model parameters as discussed in subsection 3.3.1 for each pair of

tracks pertaining to ΦT
f (k).

9: Obtain the measurement set Z(k−B+1)(k), which includes both unassociated
and released measurement, through scanning time k −B + 1 to k, as given
in (4.9).

10: Formulate multi-frame assignment problem (during window time k −
B + 1 to k) and obtain all the possible measurement tuples
{zm(k−B+1),m(k−B+2),...,m(k)}.

11: For every tuple in {zm(k−B+1),m(k−B+2),...,m(k)}, obtain
(a) kinematic cost cκzκ

m(k−B+1),m(k−B+2),...,m(k)
as given in (4.15).

(b) classification cost cβ∗βm(k−B+1),m(k−B+2),...,m(k)
as given in (4.30).

(c) amplitude cost cα∗am(k−B+1),m(k−B+2),...,m(k)
as given in (4.46).

(d) kinematic and classification cost cκβ
zκβ
m(k−B+1),m(k−B+2),...,m(k)

as given in

(4.29).
(e) kinematic and amplitude cκαzκα

m(k−B+1),m(k−B+2),...,m(k)
as given in (4.45).

12: Obtain the multi-frame assignment solution corresponding to each of cost
(a)–(e) in a similar manner to the one discussed in subsection (3.2.5).

13: Perform the track stitching between old and young track segments according
to the best solution.

14: Update unswapped track list as discussed in subsection 4.2.2.
15: return Unswapped track list.

Figure 4.1: An algorithm for track unswapping
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source) is

Lα
nOnY :∅ =

Λα
nOnY

(
αm(k−B+1),m(k−B+2),...,m(k)|

(
nO, nY))

Λα
∅ (αm(k−B+1),m(k−B+2),...,m(k)| (nO, nY) = ∅)

=
k∏

s=k−B+1

[
pτ1(α(s))
1
V
pτ0(α(s))

]I(m(s))

=
k∏

s=k−B+1

[V ρ(s)]I(m(s))

=
k∏

s=k−B+1

[
V PFA

PD(1 + d)
exp

(
α2(s)

2

d

1 + d

)]I(m(s))

(4.43)

The cost associated with amplitude-tuple αm(k−B+1),m(k−B+2),...,m(k) is given by the

negative log-likelihood ratio, i.e.,

cααm(k−B+1),m(k−B+2),...,m(k)

= − lnLα
nOnY :∅

= − ln
k∏

s=k−B+1

[
V PFA

PD(1 + d)
exp

(
α2(s)

2

d

1 + d

)]I(m(s))

= −

{
k∑

s=k−B+1

I(m(s)) ln

(
V PFA

PD(1 + d)

)
+ I(m(s))

(
α2(k)

2

d

1 + d

)}
(4.44)

Similar to (4.29), when the kinematic and the amplitude information are integrated,

the total cost associated with sequence sequence zκαm(k−B+1),m(k−B+2),...,m(k) is

cκαzκα
m(k−B+1),m(k−B+2),...,m(k)

= − lnLκα
nOnY :∅

= cκzκ
m(k−B+1),m(k−B+2),...,m(k)

+ cααm(k−B+1),m(k−B+2),...,m(k)
(4.45)

Analogously to (4.30), to perform track-to-measurments-to-track association solely

based on amplitude information one should use modified amplitude information based

cost cα∗αm(k−B+1),m(k−B+2),...,m(k)
given by

cα∗am(k−B+1),m(k−B+2),...,m(k)

= − lnLα∗
nOnY :∅

= − ln
k∏

s=k−B+1

{
[(1− PD)]

1−I(m(s)) ·
[

pτ1(α(s))
1
V
pτ0(α(s))

]I(m(s))
}

=
k∑

s=k−B+1

{
[I(m(s))− 1](1− PD)− I(m(s)) ln

V PFA

PD(1 + d)
− I(m(s))

(
α2(s) · d
2(1 + d)

)}
.

(4.46)
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Further, the step by step procedure for the implementation of the proposed track

un-switching algorithm can be found in Figure 4.1.

4.6 RESULTS AND DISCUSSIONS

4.6.1 Tracking Filter and Design Parameters

The targets are simulated, measurements are generated and tracked using constant

velocity based Nearest neighbor (NN) (Bar-Shalom et al. 2011) filter utilizing only the

kinematic information to obtain the swapped and un-swapped tracks in two target

and multi-target Scenarios. In both the Scenarios the following design parameters are

considered:

• Sampling interval, ∆(k) = 1s;

• One-point initialization method (Yeom et al. 2004, Musicki and Song 2013) with

maximum velocity Vmax = 50 m/s is used for initializing the tracks;

• Process noise covariance matrix, Q(k) =

0.1m2 0

0 0.1m2

, and;

• Measurement noise covariance matrix, R(k) =

225m2 0

0 0.0004rad2

.

Similarly, for post-processing the following design parameters are considered:

• It is assumed that classification and amplitude information are available;

• It is assumed that target turn lasts at least 4 scans;

• Minimum number of times two tracks have their predicted measurements gate

overlapping within window so as to declare track swap: N o = 5;

• Target will under go at most single turn within the window with maximum turn

rate |ωmax| ≤ 15◦/s, and;

• Track length needs to be at least 6 scans long to be considered for post-

processing;
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4.6.2 Performance Measure

Track purity is the primary measure of performance to evaluate the trackers (Kirubara-

jan et al. 1999, Schutz et al. 1997) before and after post-processing. Track purity of

track is defined as the ratio between the number of measurements from particular

target associated with particular track and total number of associated measurements

with the same track, i.e.,

Track Purity

= [Πmn]

=
number of associated measurements with the target ID m in track n

total number of associated measurements in the track n
(4.47)

4.6.3 Procedure For Automatic Track Swap detection

It is relatively straight forward problem to detect the track swap by inspection when

the ground truth is known. However, it is still required to understand the exact

definition of track swap in order to make swap detection process automated. To

accomplish this in two target scenarios, a simple approach (see Figure 4.2) is presented

in which the lower inspection time kL and upper inspection time kU are computed. The

lower inspection time is the time at which both the tracks exist and their respective

initialization errors are reasonably minimum (for example, go forward along the tracks

by specified number of frames from the scan at which both tracks exist for the first

time) that they can be associated with ground truth. Similarly, upper inspection time

is one of the following:

1. the time at which both the tracks exist for the last time;

2. the time corresponding to the scan which is prior (for example, go backward

along the tracks by specified number of scans) to the scan at which both the

tracks exist for the last time — this is to negotiate large tracking errors, if any,

prior to track termination.

Therefore lower and higher inspection times are respectively taken as

kL
∆
= max{k1,s +N f , k2,s +N f} (4.48)
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Input: Tn, Tm, kl, ku, Ground truth
Output: Decision

1: Compute kL and kU such that kL < kl and kU > ku
2: Compute the distance between ground truth and tracks Tn, Tm

3: If distance > threshold
4: reject the association
5: EndIf
6: Obtain binary association variables {anm(kL)} and {anm(kU)}
7: If {anm(kL)} ̸= {anm(kU)}
8: Decision = track swapped.
9: Else

10: Decision = no track swapping.
11: EndIf
12: return Decision

Figure 4.2: An algorithm to determine the track swap
and

kU
∆
= min{k1,e −N b, k2,e −N b} (4.49)

where N f and N b represent the specified number of scans one has to go forward and

backward, respectively. It is always good to keep both the inspection times out of

gate overlapping region as shown in Figure 4.3 (i.e., kL < kl and kU > ku) to ensure

the better swap detection results.

Target 1

Target 2

Track 1

Track 2

Ground truth

Estimated trajectory

Gate overlapping duration

Figure 4.3: Illustration of automatic track swap detection for two target case

4.6.4 Two Target Case

In this section, two targets belonging to different classes and amplitudes are simu-

lated and track using kinematic information to obtain tracks with or without swaps.
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Usually, in two target case one can observe the following Scenarios leading to track

breakage or/and swaps

A Scenario 1

Targets move towards each other as shown in Figure 4.4(a) before they move away

from each other resulting in swapped tracks as shown in Figure 4.4(c)

B Scenario 2

Targets cross each other as shown in Figure 4.5(a) and yield swapped tracks as shown

in Figure 4.5(b)

C Scenario 3

Targets move towards each other before they move away and resulting track breakage

and track swap as shown in Figure 4.8

Proposed post-processing approach versions — kinematic, classification, kinematic

& classification, amplitude, and kinematic & amplitude — are operated on different

two target Scenarios mentioned above and the results are tabulated in Tables 4.1–4.3.

In Scenario 1 and 2, there are no broken tracks and/or the tracks due to new born

tracks and hence the results of proposed algorithm cannot be compared with existing

TSA algorithms (Yeom et al. 2004, Raghu et al. 2018). Whereas in Scenario 3, both

the algorithms can be operated and their performances can be compared.

In Table 4.1, percentage of successfully un-swapped and swap introduced results of

different versions of proposed algorithm for different classifier output accuracy C and

for different SNRs are compared and their corresponding purity matrices are compared

in Table 4.2. It can be seen that the kinematic version shows overall improvement

of about 19% in un-swapping swapped tracks and avoid introducing any new swap,

if there was no swap before, compared to the percentage of correct target-to-track

association prior to post-processing. This is due to the use combination of CV and CT

models in the former case. Among the different proposed versions, one which utilizes

two types of information — kinematic & classification or kinematic & amplitude —

shows better un-swapping performance compared to the case where any one type of

information is utilized. This is obvious, because, kinematic and class (amplitude)
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Table 4.1: Two target case (Scenario 1 & 2): Percentage of Track Un-swapping and
Track Swapping Introduced (B = 10, τ = 4.2677, PFA = 1.1093× 10−4, 100 Monte

Carlo runs)

Algorithm Used
for

Post-processing

Parameter Successfully
Un-swapped

Swapping
Introduced Overall

Correct
T2T

AssociationPD C d (dB)
Scenario

1 2 1 & 2 1 2 1 & 2

Prior to
Post-processing 0.8 – – – – – – – – 50%

V
er

si
on

of
P

ro
po

se
d

A
lg

or
it

hm

Kinematic 0.8 – – 74% 71% 73% 35% 36% 36% 69%

Classification

0.8

0.95 0.05

0.05 0.95


–

82% 81% 82% 24% 25% 25% 79%

0.8

0.85 0.15

0.15 0.85


–

79% 77% 78% 26% 27% 27% 76%

0.8

0.75 0.25

0.25 0.75


–

75% 73% 74% 27% 27% 27% 74%

Kinematic
and

Classification

0.8

0.95 0.05

0.05 0.95


–

90% 89% 90% 12% 13% 13% 89%

0.8

0.85 0.15

0.15 0.85


–

89% 89% 89% 13% 15% 14% 88%

0.8

0.75 0.25

0.25 0.75


–

89% 88% 89% 14% 14% 14% 88%

Amplitude
0.8 – 20 & 16 87% 85% 86% 14% 13% 14% 86%

0.8 – 18 & 16 78% 79% 79% 20% 22% 21% 79%

0.8 – 16 & 16 68% 70% 70% 31% 30% 31% 70%

Kinematic
and

Amplitude

0.8 – 20 & 16 94% 92% 93% 09% 11% 10% 92%

0.8 – 18 & 16 82% 85% 84% 17% 15% 16% 84%

0.8 – 16 & 16 72% 71% 72% 30% 33% 32% 70%

together give more information than kinematic or class or amplitude alone. Among

proposed versions classification and amplitude, latter shows better results as there is

larger difference in targets’ SNR values and therefore when these are clubbed with

kinematic information, kinematic & amplitude version shows greater improvement

overall. In addition, performances are compared by varying the classifier output

accuracy C and for different SNR values.

Figures 4.4 and 4.5 show a typical example of Scenario 1 and 2, respectively.

Prior to post-processing tracks are swapped as shown in Figures 4.4(c) and 4.5(b)).

After applying different versions of proposed algorithm, kinematic version fails to un-
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Table 4.2: Two target case (Scenario 1 & 2): Track Purity Matrices {Π} (B = 10,
τ = 4.2677, PFA = 1.1093× 10−4, 100 Monte Carlo runs)

Algorithm
Used for

Post-processing

Parameter Track Purity Matrix Π

PD C d
(dB)

Successfully Swapping

Un-swapped Introduced

(Scenario 1 & 2) (Scenario 1 & 2)

Prior to
Post-processing 0.8 – –

0.4541 0.3569

0.3959 0.4331

 0.7031 0.0841

0.0769 0.7258



V
er

si
on

of
P

ro
po

se
d

A
lg

or
it

hm

Kinematic 0.8 – –

0.6349 0.1785

0.1951 0.6115

 0.6507 0.1705

0.1643 0.6544



Classification 0.8

0.95 0.05

0.05 0.95

 –

0.6404 0.1473

0.1408 0.6638

 0.6937 0.1417

0.1380 0.6879


Kinematic

and
Classification

0.8

0.95 0.05

0.05 0.95

 –

0.6683 0.1352

0.1345 0.6816

 0.6741 0.1204

0.1163 0.6882



Amplitude 0.8 –
20
&
16

0.6717 0.1427

0.1496 0.6884

 0.6815 0.1139

0.1182 0.6992


Kinematic

and
Amplitude

0.8 –
20
&
16

0.7330 0.0972

0.0881 0.7346

 0.7012 0.1007

0.1040 0.7185


swap whereas kinematic & classification and kinematic & amplitude version revert the

detected swap as shown in Figures 4.4(d) (4.5(c)), 4.4(e) (4.5(d)), and 4.4(f) (4.5(e)),

respectively. The position and velocity RMSE values are compared in Figures 4.6

and 4.7, respectively. Similarly to the earlier discussion, it can be clearly seen that

versions which use classification or amplitude information in addition to kinematic

information perform better by significantly reducing the RMSE errors for each of the

target.

Table 4.3 shows the comparisons of track purity matrices obtained prior to post-

processing and after post-processing for Scenario 3 shown in Figure 4.8. As there are

broken tracks in this scenario, the existing TSA algorithm (Raghu et al. 2018) can

be compared with the proposed algorithm. Since the existing TSA algorithm (Raghu
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(b) Tracking with known M2T association
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(c) Estimated trajectories prior to
post-processing
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(d) Post-processing using kinematic
information (κ)
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(e) Post-processing using kinematic &
classification information (κ+ β)
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(f) Post-processing using kinematic &
amplitude information (κ+ α)

Figure 4.4: Track un-swapping: Two target case (Scenario 1)
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(b) Tracks prior to post-processing
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(c) Post-processing using kinematic
information (κ)
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(d) Post-processing using kinematic &
classification information (κ+ β)
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(e) Post-processing using kinematic &
amplitude information (κ+ α)

Figure 4.5: Track un-swapping: Two target case (Scenario 2)
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Figure 4.6: Position RMSE (Scenario 1)
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Figure 4.7: Velocity RMSE (Scenario 1)
et al. 2018) always seeks for already broken tracks and it has nothing to do with the

non-broken tracks, it will always make a decision that broken track segments (black

in color) are from same target and stitch them even though they are actually not

form the same target. As a result, it produces poor track purity matrices. Whereas

the proposed algorithm considers already broken tracks in addition to broken tracks

resulting from the detection of switch/swap simultaneously for TSA and thus it gives

better track purity matrices as shown in Table 4.3.
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Figure 4.8: Two target case (Scenario 3): track swapping after breakage

Table 4.3: Two target case (Scenario 3): Track Purity Matrices {Π} (B = 10,
τ = 4.3324, PFA = 8.3975× 10−5, 100 Monte Carlo runs)

Algorithm
Used for

Post-processing

Parameter

Track Purity Matrix Π
PD C d (dB)

Prior to
Post-processing 0.8 – –

0.4540 0.3677 0.3840

0.3885 0.4441 0.3814


Existing TSA

algorithm
(Raghu et al. 2018)

0.8 – –

0.4432 0.3747

0.3777 0.4304



V
er

si
on

of
P

ro
po

se
d

A
lg

or
it

hm

Kinematic 0.8 – –

0.6665 0.1853

0.1925 0.6546


Classification 0.8

0.95 0.05

0.05 0.95

 –

0.6564 0.1687

0.1520 0.6601


Kinematic and
Classification 0.8

0.95 0.05

0.05 0.95

 –

0.6889 0.1526

0.1531 0.6684


Amplitude 0.8 – 20 & 16

0.6370 0.1528

0.1740 0.6792


Kinematic and

Amplitude 0.8 – 20 & 16

0.7421 0.0968

0.1273 0.7518


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Figure 4.9: Track swapping: Multi-target case
4.6.5 Multiple Target Case

In this section, in order to validate the different versions of proposed algorithm for

multiple target case, six targets are simulated and tracks are obtained as shown in

the Figure 4.9 and post-processing techniques are applied for different classification

and amplitude information cases.

A Scenario 1

Each of the target 1–6 belong to the class 1–6, respectively, with the classifier output

accuracy given by the confusion matrix

C1 =



0.95 0.01 0.01 0.01 0.01 0.01

0.01 0.95 0.01 0.01 0.01 0.01

0.01 0.01 0.95 0.01 0.01 0.01

0.01 0.01 0.01 0.95 0.01 0.01

0.01 0.01 0.01 0.01 0.95 0.01

0.01 0.01 0.01 0.01 0.01 0.95


(4.50)

and each of the target 1–6 have SNR given in an order by

d1 =
(
20dB 19dB 18dB 17dB 16dB 15dB

)
. (4.51)
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Off six targets, two targets are born at midway (see Figure 4.9) so as to have swaps

while tracking targets real time.

Different versions of post processing algorithms are applied to un-swap the tracks

and the resulting track purity matrices are in (4.52)–(4.57). Prior to post-processing,

each track purity is in the range of 0.39–0.53 (see the diagonal elements of a matrix).

This means that only about 50% of the total measurements associated with a partic-

ular track are from the same target and the rest of the measurements are either from

other targets or false alarms. Ideally, the the track purity should be one, however,

due to practical limitations which may not be possible.

Tracks were reconsidered for checking possible track swaps, there is slight improve-

ment and the track purity jumps to the range 0.53–0.59 when only the kinematic

information is considered. The track purity further enhances to 0.64–0.68 when only

the classification information is considered. This is because, each of the target belongs

to a separate class and hence there is less ambiguity in associating two broken track

segments. Further, track purity goes to the range 0.70–0.74 when both the kinematic

and classification information are used simultaneously and this happens because of

obvious reason of more information available.

Similar to the classification and kinematic & classification versions, amplitude

and kinematic & amplitude versions show improvement over the kinematic version.

However, version with amplitude information is slightly inferior to the version with

classification information. This is because, in the former case though each target

belongs to different SNR the difference in the SNR value is small (unlike two target

case, where difference is 4dB).

[Πmn]Prior to post-processing

=



0.4815 0.0733 0.0730 0.0859 0.0476 0.1390

0.0538 0.5354 0.1246 0.0309 0.0780 0.0865

0.0723 0.0154 0.4576 0.0692 0.0063 0.0855

0.0435 0.0718 0.0882 0.4871 0.0674 0.0572

0.0706 0.0347 0.0341 0.0466 0.4970 0.0778

0.0909 0.0648 0.0402 0.0602 0.0557 0.3965


(4.52)
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[Πmn]Kinematic (κ)

=



0.5548 0.0433 0.0597 0.1384 0.0391 0.0568

0.0497 0.5795 0.0710 0.0787 0.0050 0.0735

0.0461 0.0773 0.5937 0.0253 0.0558 0.1194

0.0567 0.0572 0.0079 0.5128 0.0474 0.0254

0.0297 0.0317 0.0599 0.0205 0.5722 0.0383

0.0564 0.0144 0.0271 0.0277 0.0559 0.5311


(4.53)

[Πmn]Classification (β),C=C1

=



0.6887 0.0253 0.0270 0.0537 0.0330 0.0237

0.0148 0.6668 0.0205 0.0231 0.0418 0.0122

0.0293 0.0338 0.6984 0.0059 0.0025 0.0032

0.0063 0.0454 0.0164 0.6534 0.0396 0.0549

0.0090 0.0140 0.0140 0.0374 0.6419 0.0194

0.0263 0.0031 0.0052 0.0332 0.0417 0.6870


(4.54)

[Πmn]Kinematic and classification (κ+ β),C=C1

=



0.7116 0.0154 0.0025 0.0371 0.0037 0.0031

0.0046 0.7226 0.0091 0.0020 0.0174 0.0120

0.0319 0.0178 0.7473 0.0123 0.0277 0.0215

0.0279 0.0089 0.0194 0.7047 0.0158 0.0151

0.0096 0.0141 0.0221 0.0373 0.7116 0.0153

0.0197 0.0304 0.0079 0.0169 0.0122 0.7366


(4.55)

[Πmn]Amplitude (α),d=d1

=



0.6243 0.0007 0.0106 0.0530 0.0282 0.0226

0.0170 0.6399 0.0379 0.0526 0.0173 0.0562

0.0243 0.0456 0.6475 0.0066 0.0367 0.0523

0.0365 0.0327 0.0233 0.6317 0.0281 0.0215

0.0494 0.0526 0.0605 0.0287 0.6435 0.0478

0.0463 0.0232 0.0205 0.0132 0.0311 0.6120


(4.56)
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[Πmn]Kinematic and amplitude (κ+ α),d=d1

=



0.6860 0.0351 0.0092 0.0523 0.1725 0.0128

0.0172 0.6656 0.0269 0.0171 0.0935 0.0203

0.0044 0.0380 0.6591 0.0179 0.0850 0.0510

0.0169 0.0374 0.0704 0.6541 0.0820 0.0212

0.0138 0.0140 0.0335 0.0158 0.6463 0.0423

0.0273 0.0138 0.0183 0.0369 0.0552 0.6531


(4.57)

B Scenario 2

Each of the target 1–6 belong to the class 1, 2, 3, 4, 5, and 1, respectively, with the

classifier output accuracy given by the confusion matrix

C2 =



0.96 0.01 0.01 0.01 0.01

0.01 0.96 0.01 0.01 0.01

0.01 0.01 0.96 0.01 0.01

0.01 0.01 0.01 0.96 0.01

0.01 0.01 0.01 0.01 0.96


(4.58)

and each of the target 1–6 have SNR given in an order by

d2 =
(
20dB 19dB 18dB 17dB 16dB 20dB

)
. (4.59)

The difference between Scenario 1 and 2 is that in former case all the targets 1–6

belong to separate class and SNR whereas in the latter case targets 1–5 belong to

separate class and SNR, and target 6 belongs to same category as that of target 1.

Therefore when classification or amplitude information is used to connect that tracks

of target 1 and 6, track swapping is introduced by erroneously connecting tracks of

different targets and hence reducing the track purity as shown in matrices of (4.60)–

(4.65) (see the highlighted diagonal elements). However, this track purity can be

maximized by utilizing additional kinematic information. Thus, it is preferable to

use proposed classification or amplitude version alone whenever the targets belong

to unique category but not otherwise. However, combined versions — kinematic &

classification and kinematic & amplitude — work reasonably well in either scenarios.
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[Πmn]Prior to post-processing

=



0.4691 0.1303 0.0561 0.0238 0.0490 0.1471

0.0893 0.4632 0.0993 0.0895 0.1296 0.0894

0.0515 0.0636 0.4948 0.1219 0.1017 0.1029

0.0538 0.0885 0.1029 0.5133 0.0955 0.1345

0.0400 0.0108 0.0799 0.0556 0.3118 0.0948

0.1165 0.0331 0.0871 0.0285 0.0858 0.3531


(4.60)

[Πmn]Kinematic (κ)

=



0.5671 0.0557 0.0568 0.0837 0.0133 0.0979

0.0979 0.5420 0.0432 0.0358 0.0111 0.0589

0.0552 0.0352 0.6064 0.0639 0.0891 0.0412

0.0467 0.0405 0.1105 0.5360 0.0257 0.0471

0.0215 0.0920 0.0269 0.0546 0.5996 0.0942

0.0509 0.0114 0.0438 0.0656 0.0734 0.5422


(4.61)

[Πmn]Classification (β),C=C2

=



0.4176 0.0224 0.0067 0.0224 0.0172 0.3050

0.0030 0.7283 0.0966 0.0377 0.0886 0.0023

0.0355 0.0161 0.7366 0.0074 0.1161 0.0332

0.0243 0.0281 0.0117 0.6944 0.1327 0.0166

0.0169 0.0147 0.0265 0.0204 0.7005 0.0787

0.3236 0.0150 0.0062 0.0101 0.0914 0.4369


(4.62)

[Πmn]Kinematic and classification (κ+ β),C=C2

=



0.5288 0.0003 0.0469 0.0207 0.0067 0.2929

0.0360 0.7877 0.0483 0.0078 0.0264 0.0838

0.0020 0.0074 0.7841 0.0113 0.0171 0.0110

0.0147 0.0066 0.0179 0.7554 0.0189 0.0420

0.0209 0.0081 0.0154 0.0102 0.7643 0.0751

0.2359 0.0021 0.0207 0.0228 0.0841 0.4917


(4.63)
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[Πmn]Amplitude (α),d=d2

=



0.3889 0.0446 0.0244 0.0258 0.0502 0.2441

0.0263 0.6465 0.0116 0.0390 0.0149 0.1041

0.0166 0.0384 0.6764 0.0053 0.0063 0.0196

0.0216 0.0512 0.0129 0.6966 0.0757 0.0348

0.0317 0.0395 0.0458 0.0100 0.6361 0.0829

0.3535 0.0186 0.0217 0.0267 0.0691 0.4189


(4.64)

[Πmn]Kinematic and amplitude (κ+ α),d=d2

=



0.4835 0.0335 0.0261 0.0115 0.0137 0.2160

0.0044 0.6711 0.0190 0.0276 0.0136 0.0179

0.0161 0.0264 0.6900 0.0170 0.0067 0.0453

0.0217 0.0189 0.0632 0.7121 0.1155 0.0503

0.0555 0.0341 0.0459 0.0188 0.6906 0.0897

0.2495 0.0233 0.0444 0.0131 0.0324 0.5184


(4.65)

4.7 SUMMARY

Problem is formulated to initially group the tracks into (regular) broken and non-

broken tracks (continuous tracks). These continuous tracks might have track swaps

among themselves or swaps with one or more regular broken tracks. To address these

issues, track swap detection procedure is presented. Eventually, the track stitching is

carried-out considering both regular and algorithmically broken tracks due to swap

detection simultaneously.

Likelihood ratio and cost calculation associated with track pair is discussed. Sim-

ilarly, the classification and amplitude information modeling procedures and their

associated cost calculation procedures are presented in Section 4.4 and Section 4.5,

respectively. Whereas the results and discussions for two target and multiple target

scenarios are presented in Section 4.6.

The next chapter presents overall conclusions and future research work that can

be carried out for further improvements.
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Chapter 5

CONCLUSIONS AND FUTURE
WORK

5.1 CONCLUSIONS

Two novel TSA approaches that can successfully stitch broken tracks caused by a

highly maneuvering target, association with incorrect measurements, low detection

probability, close target formations, large measurement errors, long sampling intervals,

and so on, are presented. Both approaches use a combination of CV and CT models

subject to a single turn during the breakage period. The first approach bridges the

two track segments by forward prediction and backward retrodiction, whereas the

second approach estimates the missing part of the track by utilizing both instantly

released and unassociated measurements. Fractured tracks can be stitched even if the

young track segment is initialized before the termination of its associated old track

segment, which is not the case with existing approaches.

It was demonstrated that the proposed approaches outperform existing TSA ap-

proaches by exploring the possible false measurement association, which causes track

termination, significantly improving track continuity, and maintaining a consistent

track ID. It was also shown that the proposed multi-frame TSA approach yields bet-

ter association results compared to the proposed two-dimensional TSA approach in a

multitarget scenario.

In target tracking, very often one encounters mismatch in target-to-track map-

pings due to updating measurements from a different target, approximation of the true

Bayesian update of the target state distribution that the track state represents, incor-

rect association with successive clutter measurements, and poor track-to-measurement
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association techniques, among other causes. In this thesis, different versions of pro-

posed algorithm which utilize one or more of the following information available:

kinematic, classification, and amplitude to aid the tracker in un-switching and un-

swapping tracks are presented. These techniques improve overall tracker performance

by successfully: detecting and reverting the swapped target-to-track mappings; avoid-

ing introducing new track swaps if there is no reversion in target-to-track mappings;

and reducing the RMSE errors.

5.2 FUTURE WORK

The proposed algorithms can be extended to consider the case where there exist two

or more tracks pertaining to same target at the same time. Presently, each of such

track is assumed to be originated from different target. Instead, these kind of tracks

need to be detected and fused and then the resulting track can be used for association

with another track segment.

Another possible improvement for proposed track un-switching algorithms is to

adopt the variable window size so as to gather better information for better association

results, particularly, for closely spaced moving targets.

In practical tracking applications, it is always handy to utilize the prior target birth

and death rate information in addition to kinematic and non-kinematic information.

This additional information can avoid associating tracks which are from two different

targets with similar kinematic, classification, and amplitude information. In addition

to the above, the varied probability of detection with respect amplitude can also be

considered to improve track stitching and unswapping performance further.

In all the proposed approaches model parameters such as turn rate, starting and

ending time of turn are obtained subject to a single turn during the breakage period.

However, practically target can undergo multiple maneuvers and produce segmented

tracks across time and hence in such cases considering more than single turn for

estimating parameters is going to be potential future research problem.
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