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ABSTRACT

In this dissertation, the problem of target tracking in the presence of electronic counter

measures (ECM) with phased array radars is studied. This work focuses mainly on

tracking airborne targets in the presence of strong interference. Three major challeng-

ing problems of target tracking in the ECM scenario are considered. Primarily wave-

form agile sensing approach is used as electronic counter counter measure (ECCM)

technique to tackle the ECM for tracking benchmark target trajectories. In addition

to ECM, other attributes such as multi-path, clutter and false alarms (FA) are consid-

ered. Three different types of frequency coded waveforms (linear frequency, Gaussian

frequency and stepped frequency) are considered in the waveform bank. The next wave-

form that is to be transmitted is selected so as to reduce the tracking error. In addition,

the present investigation is aimed to optimize radar resources (average power, radar

time and energy). Further, the work is extended to multidimensional filtering approach.

In this context, waveform agile sensing with space time adaptive processing (STAP) is

proposed to improve the track performance for benchmark trajectories.

This research also proposes novel data association techniques to improve the track

performance in the presence of strong interference. The measurements obtained from

sensors has to be allocated to a particular target precisely in the multi-target scenario, so

as to track the targets accurately. Two soft and evolutionary computing based data asso-

ciation approaches (fuzzy particle swarm optimization (Fuzzy-PSO) and fuzzy genetic

algorithm (Fuzzy-GA) ) are presented to enhance the performance. Fuzzy-GA based

data association approach produced superior results as compared to joint probabilistic

data association (JPDA), fuzzy clustering means (FCM) and Fuzzy-PSO in the pres-

ence of ECM. Further more, two computationally efficient fuzzy based data association

algorithms ( all neighbor fuzzy relational and rough fuzzy) have been presented. Four

different case studies are considered to validate these novel data association techniques.
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This thesis further deals with tracking closely spaced targets in the presence of

ECM. An investigation is carried out to resolve the closely spaced targets using Stock-

well transform based multiple signal classification (MUSIC) direction of arrival algo-

rithm. This method yields improved performance compared to that obtained from other

existing methods.
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CHAPTER 1

INTRODUCTION

1.1 Target tracking

Target tracking is a vital operation in surveillance systems involving single/multiple

sensors with computing machinery to depict the environment. Usually, radar, sonar

or infrared (IR) are used as sensors to collect observations from various sources. The

sources may be targets, background clutter, jammer, etc. The goal of target tracking

is to collect the observations from the sensors and subsequently using it to estimate

the future state of the target at regular intervals. The attributes of target state may be

position, velocity or acceleration. Consecutive estimation of target states illustrates the

target trajectory.

The globally accepted filtering technique with mathematical framework is Bayesian

filtering. The posterior probability in Bayesian filter is iteratively estimated to compute

the mean and covariance of the target state. In general, Kalman filter is used as basic

filter for estimating Gaussian distributed single linear target (Kalman et al., 1960).

Typically multiple targets may present in the environment which leads to multiple

target tracking (MTT) problem. The observations in MTT scenario can be more than

the number of targets and these observations may arise due to missed detections, clutter

or noise present in the environment. In such cases, a data association method is used to

solve the issue. The data association in MTT scenario assigns the correct observation

to the right target to estimate the future state of the target accurately. The following

subsection describes about track-while-scan (TWS) algorithm which is used to acquire

the observations and estimate the future state of target simultaneously.



1.2 Track while scan (TWS) procedure

Modern radars are developed in order to perform numerous operations such as detec-

tion, tracking and differentiating multiple targets. With the assistance of advanced com-

puter systems, these radars are able to track number of targets simultaneously. The mea-

surements (range, azimuthal and elevation angles) of a particular target are obtained for

a single scan. Smoothing and prediction mechanisms are performed on the obtained

measurements to estimate the future position of the target. The radar systems that can

accomplish multi-target tracking and multi-tasking simultaneously are known as Track-

While-Scan (TWS) radars.

If radar detects a new target, a new track file is allocated for the target and succes-

sive scans are performed on the target to predict future parameters. The parameters in

track file includes position, velocity and acceleration. Usually, two simultaneous suc-

cessful detections are required to create a new track file. AS soon as a target is detected

in a scan, TWS radar decides weather the target is a new or old target and the deci-

sion is taken by using correlation and association techniques. The correlation technique

correlates the newly detected target measurements with the earlier ones so as to avoid

unnecessary tracks. If the newly detected target correlated with more than one tracks,

then association mechanism will assign to the proper track based on probabilistic asso-

ciation methods. The basic block diagram of TWS radar processing is shown in Figure

1.1.

In general, TWS radar places a validation gate around the target position and tries

to track target inside the gate. Initially, as the target position is not known exactly, a

large gate area is taken so that the target position doesn’t change in consecutive scans.

After detecting the target successfully for multiple scans, the gate area is reduced. An

error distance is calculated between new and estimated measurement. If this value is

less than the predefined threshold for a target, then the measurement is assigned to the

particular target. If the error distance is less than the threshold for multiple targets, then

association rules determines the assigning appropriate mapping existing targets, then a
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Figure 1.1: Block diagram of Track-While-Scan radar processing

new track file is created.

1.3 Interferences

The combinations of interferences are considered to be present in the environment and

are briefly described as follows:

1.3.1 Jammers

The chief function of jammer is to restrict the radar functionality by illuminating in-

tentional interference (Mahafza, 2008). Jammers transmits high power radio frequency

signals to deceive the radar all over its operating bandwidth. These jammers can be

on-board or with an escort to the enemy target. Mainly, there are two types of jammers

viz self-screening jammer (SSJ) and stand-off jammer (SOJ). The noise generated by

jammer is computed in terms of effective radiated power (ERP) and is defined as:

ERP =
PJGJ

LJ
(1.1)
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Where, PJ is jammer transmitted power, GJ is gain in jammer antenna and LJ is

total loss in jammer.

The subsequent subsections narrates concisely about SSJ and SOJ.

1.3.1.1 Self-Screening Jammer

Self screening jammers (SSJs) are commonly known as self-protection jammers and

are situated on-board the enemy target. They utilize the benefit in the radar surveillance

sector and transmits noise echoes towards the radar main beam so as to break the lock

of radar. Signal to Jamming ratio (S/J) for self screening jammer case (Mahafza, 2008)

is stated as
S

J
=

τPtσBJG

(ERP )4πLR2
(1.2)

Where, τ is radar pulse width, Pt is peak transmit power, σ is radar cross section,

BJ is Jammer bandwidth, G is antenna gain, L is receiver loss, R is range, ERP repre-

sents effective radiated power and Br is receiver bandwidth. Usually, jammer power is

considered to be greater than signal power dissipated by the radar (S/J < 1). However,

when a target move towards the radar, at a specific range signal power of radar will

become equivalent to the jamming power and this range is known as cross-over range.

Above this cross-over range the jammer power will be lame and is described as

(Rco)SSJ =

[
BJGσPt

4π(ERP )LBr

]1/2

(1.3)

1.3.1.2 Stand-Off Jammer

Stand off jammers (SOJs) emits noisy signals from outside the radar range and tries to

jam the radar so that the radar cannot detect the enemy targets which will enter into the

surveillance area.

Signal to Jamming ratio for stand-off jammer is given by
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S

J
=
PtBJG

2τσR2
J

4π(ERP )LR4
(1.4)

and cross-over range where signal power is equivalent to jammer power is

(Rco)SOJ =

[
PtG

2GpcσBJR
2
J

4πLBrG
′(ERP )

]1/4

(1.5)

Where, Gpc is time bandwidth product and RJ represents range of jammer from the

radar. The target should stay behind this (Rco)SOJ range, and try to transmit spurious

signals towards the radar for improper detection of the targets.

1.3.2 Clutter model

Two types of clutter models are considered in this thesis which are discussed below:

1.3.2.1 Poisson clutter

Let Zk,1, Zk,2 . . . Zk,n be the n observations received from radar at kth time instant. In

general due to the presence of clutter the received observations may contain false alarms

with real measurements. If Vk as validation gate volume (Bar-Shalom and Fortmann,

1988) and ρ represents clutter density then false alarms are assumed to be Poisson

distributed with mean Vkρ. The observations from radar, which will fall within the val-

idation gate region are only considered for tracking. Poisson probability for achieving

n false alarms is given as

µ(n) =
e−Vkρ(Vkρ)n

n!
(1.6)

In the above mentioned expression, Vk represents to clutter volume and is presume

to follow uniform distribution.
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1.3.2.2 Gamma clutter

Clutter is due to the reflections of radar waveform from buildings, sea, surface, etc. The

clutter returns may be considered as a target by mistake. In this chapter, we considered

constant gamma clutter whose clutter characteristics depend on the value of normalized

reflectivity (γ) (Barton, 1985). The normalized reflectivity of constant gamma model is

given as

γ = γ0 + 5log

(
f

f0

)
(1.7)

The value of γ depends upon the radar operating frequency (f ) and type of terrain.

γ0 is a particular value for a specific frequency f0 (Barton, 1985).

1.3.3 Multipath

The echoes from the target return to the receiver other than the direct path is known as

multipath. Multipath generates false targets to appear and misleads the radar receiver.

These multipath creates false targets, which are very difficult to distinguish from actual

targets. If the echo is reflected from the rough surface, then error occurs in both azimuth

and elevation angles due to diffuse scattering. Further, if the echo is reflected from

building or non-flat land then error occurs significantly in azimuth angle. The major

problem in tracking targets due to multipath effect is that, the false targets and actual

targets seems to be coherent. The envelop sum of signals that are received at the receiver

is considered as Rayleigh distributed. The signals arriving at the receiver may have

destructive or constructive interference. Let Rn and φn be electric field and relative

phase of N multipath signals. Then, the total electric field at the receiver is given by

R̃ =
N∑
n=1

Rne
jφn (1.8)

It is assumed that Rn and φn are independent and identically distributed. The prob-
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ability density function of Rayleigh distribution is given by

fR(r) =
r

σ2
e−

r2

2σ2 (1.9)

Equation (1.9) is for slow fading and is valid ∀r ≥ 0.

1.3.4 False alarms

False alarms are erroneous targets that are detected due to the presence of noise in

the environment or in the internal radar receiver. An elaborated discussion about false

alarms is presented in (Skolnik, 1970).

1.4 Motivation

Radar target tracking algorithms have been one of the significant research areas in radar

systems. The benchmark for radar allocation and tracking in the presence of electronic

counter measures (ECM) was presented in the past. However, in the earlier studies radar

clutter and multipath effects were ignored. Radar waveform plays a key role in detecting

and tracking of a particular target. Traditionally, fixed waveforms have been applied to

track the benchmark targets. These fixed waveforms have the limited capability in the

presence of ECM, clutter and multipath effects.

Comprehensive literature review in this area revealed potential research problems

to be addressed in future. Also, varying waveforms adaptively has been enlisted as

an important research problem to be explored. This motivated us to present tracking

benchmark in the presence of ECM using waveform agile sensing approach. Further,

tracking multiple targets in the presence of ECM is also envisaged as significant re-

search problem to be carried out in future with improved performance in terms of root

mean square error(RMSE) and computational complexity. Besides this, tracking closely

spaced benchmark targets has also been listed to be carried out as a future research work.

Hence, there is a strong need to address these research issues. This further motivated
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us to take up multiple target tracking and closely spaced target tracking as key research

investigation.

1.5 Objectives of the research work

This research work intends to focus on tracking targets in the presence of electronic

counter measures (ECM). This work has fulfilled the following objectives and the ob-

tained significant research outcomes are analyzed.

• To enhance the performance of benchmark target tracking using waveform agile
sensing technique in the presence of ECM, clutter, false alarms and multipath.

• To analyze the performance of target tracking by combining space time adap-
tive processing with waveform agile sensing technique in the presence of ECM,
clutter and false alarms.

• To address the problem of data association with hybrid soft and evolutionary
computing techniques (Fuzzy Genetic Algorithm and Fuzzy Particle Swarm Op-
timization) to overcome the problem of local minima.

• To investigate further more into data association problem to reduce the execution
time with comparable results in terms of position and velocity root mean square
error (RMSE) by applying all neighbor fuzzy relational and rough fuzzy cluster-
ing approaches.

• To explore the problem of detecting the closely spaced targets in the presence of
ECM by using Stockwell transform based MUSIC direction of arrival techniques.

1.6 Thesis outline and contribution

The objective of this work is to investigate and develop novel algorithms for efficiently

track targets with phased array radars in the presence of electronic counter measures

(ECM). The ultimate aim is to improve the performance of target tracking algorithms

with comparable computational complexity.

Chapter 1 describes a brief introduction of the problem, research objectives and

chapter wise contribution of the thesis.
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Chapter 2 introduces an efficient approach based on waveform agile sensing to en-

hance the performance of benchmark target tracking in the presence of strong interfer-

ence. In addition to it, a brief description of problem formulation, different types of

ECM techniques, clutter, multipath, false alarm and benchmark target trajectories are

incorporated. The effect of root mean square values (position and velocity) along with

radar resources (radar energy, time and average power) are studied on considering 5

to 50 varieties of waveforms from the waveform bank for stand-off and self-screening

jamming conditions. Simulation results reveal that there is a reduction in radar aver-

age power, time and energy. However, there is an increase in root mean square error

(position and velocity) values. To further decrease the root mean square error values a

multidimensional approach of space time adaptive processing (STAP) with waveform

agile sensing to mitigate the clutter and jamming effect for the benchmark trajectories

is proposed in chapter 3. In both the chapters, the waveform that needs to be transmit-

ted in next scan is selected based on posterior Crammer-Rao Lower Bound (CRLB).

Interacting multiple model probability data association filter is employed for tracking

targets.

Chapter 4 and chapter 5 deals with data association techniques for multi-target

tracking algorithms. In Chapter 4, two novel soft and evolutionary computing based

hybrid data association approaches are discussed to track multiple targets in the pres-

ence of ECM, clutter and FAs. Joint probabilistic data association (JPDA) technique

is employed for tracking multiple targets (Bar-Shalom, 2000). Fuzzy clustering means

(FCM) technique was suggested earlier as an efficient method for data association, but

its cluster centers may fall to local minima (Aziz et al., 1999; Aziz, 2007, 2011, 2013,

2014, 2015). Hence, new hybrid data association techniques based on fuzzy particle

swarm optimization (Fuzzy-PSO) and fuzzy genetic algorithm (Fuzzy-GA) clustering

techniques have been proposed as robust methods to overcome local minima problem.

The data association matrix is computed for all tracks using validated measurements re-

ceived by phased array radar for four different cases using four data association methods

(JPDA, FCM, Fuzzy-PSO, and Fuzzy-GA).

Chapter 5 presents two fuzzy based (all neighbor fuzzy relational and rough fuzzy)
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data association approaches. A concise investigation is made by considering four dif-

ferent cases for various jammer powers. The results were comparable with Fuzzy-PSO

and Fuzzy-GA with less computational complexity. Rough fuzzy joint probabilistic

data association algorithm (RF-JPDA) and all neighbor data association approaches are

proposed to improve the performance of multitarget tracking in the presence of clutter,

ECM and FAs. In RF-JPDA, possibility data association matrix is computed by ap-

plying upper and lower approximations of validated measurements which are obtained

from the radar. While in all neighbor data association likelihood values and similarity

index are determined for each measurement obtained from radar, expectation maximiza-

tion method (Molnar and Modestino, 1998) is utilized to acquire possibility association

matrix. Experimental study is carried out for linear crossing targets, nonlinear crossing

targets, and parallel targets. The aim of this chapter is to decrease the computational

complexity w.r.t soft and evolutionary computing based hybrid data association tech-

niques while achieving comparable performance in terms of root mean square error.

Chapter 6 presents a hybrid combination of MUSIC based direction of arrival algo-

rithm with Stockwell transform for detecting closely spaced targets in the presence of

ECM. The results are compared with MUSIC and short time Fourier transform (STFT)

based MUSIC approaches. This chapter investigates detection and tracking of the

closely spaced multiple targets in the presence of ECM. Stockwell transform based

multiple signal classification (MUSIC) direction of arrival (DOA) estimator for closely

spaced targets in the presence of electronic counter measure (ECM), clutter and false

alarms (FAs) is presented. Rao-Blackwellized Monte Carlo data association (RBM-

CDA) (Särkkä et al., 2004; Hartikainen and Särkkä, 2008) based extended Kalman filter

(EKF) is utilized to track closely spaced benchmark target trajectories. The Stockwell

based MUSIC DOA is compared with MUSIC (Bruckstein et al., 1985; Baig and Malik,

2013) and STFT based MUSIC DOA methods.

Finally, Chapter 7 concludes the thesis with a summary of the contributions of re-

search work along with some suggestions in a form of future work to be carried out.
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CHAPTER 2

WAVEFORM AGILE SENSING APPROACH FOR

TRACKING BENCHMARK IN THE PRESENCE OF

ECM USING IMMPDAF

2.1 Introduction

This chapter proposes an electronic counter counter measure (ECCM) based on wave-

form agile sensing (WAS) in the presence of intense interference. The intense interfer-

ence include ECM like SOJ/ SSJ with the combination of multipath, clutter and FAs.

The WAS library contains waveforms like Gaussian frequency modulation (GFM), lin-

ear frequency modulation (LFM) and stepped frequency modulation (SFM). The aim of

this chapter is to choose a suitable waveform from waveform bank based on CRLB so

as to minimize the mean square error. IMMPDAF is used to track the benchmark target

trajectories.

2.2 Literature survey

Target tracking problem with six benchmark trajectories has been suggested in (Blair

et al., 1994). Interacting Multiple Model (IMM) track filter was proposed as an alter-

native target tracking method for highly non linear trajectories (Daeipour et al., 1994).

Further contributions were carried out on tracking standard trajectories in the presence

of ECM (Blair et al., 1995; Kirubarajan et al., 1995; Slocumb et al., 1995; Rago and

Mahra, 1997). In all the above cases, SOJ and range gate pull off (RGPO) were con-

sidered as major intentional interference sources. Further, benchmark trajectories has

been reported (Kirubarajan et al., 1998; Blair et al., 1998) and deployed IMMPDAF as



an estimation algorithm. Future research problems pertaining to benchmark problem

were suggested in (Blair et al., 1998). Significant among them are adaptive waveform

selection using different radar signals, estimating closely spaced target trajectories, in-

cluding on-board jammer, incorporating background clutter and considering multipath

effects.

Besides, IMM/MHT algorithms to the benchmark tracking was suggested in (Black-

man et al., 1999), using optimum radar resources compared to (Blair et al., 1998).

But IMM/MHT was computationally expensive to be deployed for practical scenarios.

Benchmark tracking with IMMPDAF was further enhanced by incorporating clutter us-

ing LFM waveform (Angelova et al., 1999). Alternative techniques for radar resource

management were presented in (Behar et al., 2001; Behar and Kabakchiev, 2002), de-

scribes post detection integration methods for benchmark tracking to further improve

the radar resources in the presence of counter measures. In all these techniques, single

LFM radar signal was applied for benchmark tracking.

WAS approach was suggested to select a suitable waveform from a waveform bank,

which maximize the radar detection and improve the state estimation accuracy. A new

technique was suggested using adaptive radar signal selection for linear target track-

ing using Kalman filter without using clutter and it was further extended to incorporate

clutter (Kershaw and Evans, 1994, 1997). Various optimization methods for radar sig-

nal design were presented in (Rago et al., 1998; Niu et al., 2002; Hong et al., 2005).

Enhanced non-linear model for target tracking based on dynamic radar signal selection

was proposed in (Sira et al., 2006). Generalized frequency modulated radar signals for

non-linear framework were explored in (Sira and Morrell, 2007; Sira et al., 2009). Both

these methods yielded improved results for different scenarios. Adaptive waveform se-

lection was applied for multi-static radars using IMMPDAF model in (Nguyen et al.,

2015).
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2.3 Problem formulation

In the proposed WAS technique, an active phased array radar (operating at 10 GHz fre-

quency and a rectangular array with 900 elements) with minimum variance distortion

less response (MVDR) adaptive beamformer is applied to extract the observations. The

radar signal that is to be transmitted is chosen based on CRLB of updated measure-

ment errors. The aim is to increase the tracking performance by constructing a multiple

waveform library and choose a particular radar waveform based on future state of the

target. Cell Averaging-Constant False Alarm Rate (CA-CFAR) adaptive thresholding

approach is engaged for target detection. In addition to ECM (SSJ/SOJ), background

clutter, FA and multipath effects are included in the environment. IMMPDAF estima-

tor is used to estimate all the benchmark target trajectories in the presence of intense

interference. The overall work flow is briefly represented in Figure 2.1.

2.3.1 Measurement model

The observations obtained form radar will be in spherical coordinates (range, elevation

angle and azimuthal angle). The radar searches the entire area in both angular directions

(azimuth and elevation). The observations from spherical coordinates are transformed

into Cartesian coordinates with respect to position of the radar. The radar observations

are determined as

Zi = [Zix, Ziy, Ziz] (2.1)

Where, Zix, Ziy and Ziz are the radar observations in x, y & z directions respectively

at ith scan. The environment is considered to be degraded by the presence of intense

interference (ECM, multipath, clutter and FAs). It is also assumed that the environment

also contains clutter, ECM, false alarm and multipath. So, the observations obtained

from radar is a combination of target and interference which is given as

Z = Ztarget + Zmultipath + Zjammer + Zclutter + Zfalsealarm (2.2)
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Figure 2.1: Flowchart of entire simulation process
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where Ztarget, Zmultipath, Zjammer, Zclutter, and Zfalsealarm are observations due to

target, multipath jamming, clutter and false alarm at the radar receiver respectively.

2.3.2 Performance Measures

In the target tracking literature, different performance measures have been suggested

in (Gorji et al., 2011). The performance measures listed in Table 2.4.1 are considered

for analyzing the track performance of benchmark targets in the presence of intense

interference.

2.4 Neutralizing techniques for ECM, clutter and mul-

tipath effects

Neutralizing techniques for ECM, multipath and clutter are briefly described in this sec-

tion. Waveform agile sensing, adaptive beamforming and adaptive thresholding tech-

niques are applied successfully to nullify the unwanted interferences. The subsequent

subsections concisely narrate these techniques.

2.4.1 Waveform agile sensing

The principal aim of adaptive waveform selection is to reduce the estimation mean

square error (MSE). Selecting the waveform from waveform bank is based on signal to

clutter ratio (SCR), signal to noise ratio (SNR) and type of estimator algorithm. The

constraint (Ωj) of the radar waveform is chosen so as to reduce the estimator MSE

which is described as

J(Ωj) = EXj ,Zj |Z1:j

[
(Xj − X̂j)

T (Xj − X̂j)
]

(2.3)

Where, E(.) is represented as expectation function over real and predicted state of ob-

servations. X̂j depicts the state estimate of Xj for j observations. Equation (2.3) is
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considered as the cost function and objective is to choose the radar signal parameter

which gives minimum MSE at a certain scan j.

Table 2.1: Performance measures
Sl.No Performance

metrics

Description Reference

1 Root Mean

Square Error

(RMSE)

It measures the difference between

actual value and estimated value.

RMSE =
√

1
K

∑k
i=1(xi − x̂i)2

Where, xi=Actual value;

x̂i=Predicted value; K=No of

observations.

(Gorji

et al., 2011)

2 Track Loss The track is declared to be lost if

the error in the estimated value of

the target is greater than 1.5 range

gates in range. It measures the per-

centage of tracks that are lost during

simulation.

(Gorji

et al., 2011;

Blair et al.,

1998)

3 Cost functions

(C1 & C2)

C1: It corresponds to period of op-

eration when radar energy is criti-

cal.

C1 = Ēave + 103T̄ave

C2: It corresponds to period of op-

eration when radar time is critical.

C2 = Ēave + 105T̄ave

Where, Ēave= Average energy per

second; T̄ave = Average radar time

per second.

(Blair et al.,

1998)

4 Average Power Rate of energy flow averaged over

one full period.

Pavg = PulseWidth (τ)
PRT (T )

∗

PeakPower

(Blair et al.,

1998)

In real time scenario, single transition model may not represent the target motion
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model since the targets may make maneuvers. Due to this reason IMM filter is used

with three different transition models. Each PDAF algorithm in IMM filter will be ex-

ecuted in parallel and each transition model in PDAF refers to a specific motion of the

target. The state vector and covariance matrix is updated by the weighted amalgama-

tion of individual PDAF state vector and covariance matrix respectively. The detailed

derivation of IMM algorithm is described in (Bar-Shalom et al., 2004).

The MSE of a particular track can be minimized by choosing a radar waveform

adaptively and this is achieved by minimizing the trace of updated covariance matrix.

The updated covariance matrix is represented as

Pj+1|j+1(Ωj+1) =Pj+1|j −
[
1− β0

j+1

]
Wj+1(Ωj+1)

Sj+1(Ωj+1)W T
j+1(Ωj+1) + P̃j+1(Ωj+1)

(2.4)

It is noticeable from Equation (2.4) that updated covariance matrix is a function of

radar signal Ωj+1. Then, it is also evident that the updated covariance matrix in each

P IMM
j+1|j+1 is also a function of Ωj+1. The radar waveform bank include multiple radar

waveforms with different amalgamation of parameters.

Ωj+1 = min
(
Trace(P i∗

j+1|j+1)
)
,

where, i∗ = arg max
i

µij+1|j+1

(2.5)

The cost function for choosing radar waveform is illustrated briefly in (Kershaw and

Evans, 1994). The cost function is evaluated by computing the trace of updated covari-

ance matrix of Kalman filter. Similar technique was implemented to IMM estimator in

(Nguyen et al., 2015; Savage and Moran, 2007) and Equation 2.5 is selected as one of

the cost function. The radar waveform parameter which achieves minimum covariance

cost and high model probability of ith PDAF model is chosen to transmit in the next

scan. This method is used for LFM, SFM and GFM waveforms so as to nullify the

interferences.
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Figure 2.2: Received signal before adaptive beamforming

2.4.2 Adaptive beamforming

The main principle of beamforming is to emphasis the radar main beam in a desired

direction and to fix a null in the unintended direction. Conventional beamforming fails

in the practical scenario since the target is non-stationery and the radar echo may arrive

in any direction. Where as in adaptive beamforming the array weights are continuously

adapted with change in the environment. In this work, Minimum variance distortion

less response (MVDR) beamformer is used to adapt the array weights. The beamformer

weights are computed by using direction of arrival (DOA) of the radar echo.

W =
R−1S(θ)

S(θ)HRS(θ)
(2.6)

Where R is termed as spatial covariance matrix and S(θ) is labeled as steering

vector related to a particular DOA. By continuously adapting the array weights, the

MVDR beamformer tries to minimize the total output noise power by fixing unity gain

in a specific direction.

Figure 2.2 illustrates the received radar echo with jamming, clutter, FAs and multi-

path before applying adaptive beamforming. It is very tough to detect the target as it is

submerged in strong interference. Figure 2.3 depicts the radar echo with MVDR beam-

forming. It can be envisioned that target can be detected with multipath when noise
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Figure 2.3: Received signal after adaptive beamforming

floor is suppressed.

2.4.3 Adaptive thresholding

This subsection deals with adaptive threshold mechanism which is used as counter

counter measure to clutter, ECM and multipath. Generally a fixed threshold is used

at the output of the matched filter so as to detect the target. The target declared to be

present if the output of matched filter exceeds the threshold. But, for calculation of fixed

threshold complete statistical data of the radar echo signal is required. However, in real

time scenario complete statistical data of radar echo may not be possible as the envi-

ronment may be influenced by intense interferences. Hence, there is a need for adaptive

thresholding mechanism which is altered according to the environmental interferences.

The chief function of radar detector is to minimize the probability of false alarm

and maximize the detection probability. Cell averaging constant false alarm rate (CA-

CFAR) is selected as adaptive thresholding mechanism. In CA-CFAR, the cell under

detection is labeled as cell under test (CUT). The cells neighboring to CUT are utilized

to calculate the noise power. A few of neighboring CUT cells (leading and lagging)

are known as guard cells. The leading and lagging cells of CUT are neglected while
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calculating noise power so as to circumvent the leakage of signal energy towards the

training cells. The noise power is computed from training cells which is described as

U1 =
1

N1

N1∑
i=1

xi (2.7a)

U2 =
1

N2

N2∑
j=1

xj (2.7b)

The training cell samples are represented as xi and xj respectively and the number

of training cells are rendered as N1 and N2. The total noise power (Pn) is computed

by adding U1 and U2 respectively. The noise power is scaled by a factor α to maintain

constant false alarm probability. The threshold detection (T ) is represented as

T = αPn (2.8)

The decision on target presence is decided when the value of CUT is exceeds the

threshold. Figure 2.4 depicts target detection using CA-CFAR. It clearly illustrates the

target is been detected along with false alarms and multipath. CA-CFAR is employed

to suppress clutter, FAs, ECM and multipath.

The radar echo signal from the target is degraded by clutter, ECM, multipath ef-

fects and false alarms. Amalgamation of the aforementioned techniques such as; WAS,

adaptive thresholding and adaptive beamforming have been successfully employed to

reduce the impact of these intense interferences.

2.5 Interacting multiple model probability data associ-

ation filter

This subsection briefly narrates about IMMPDAF estimator. For tracking single ma-

neuvering targets effectively, the probability data association filter (PDAF) is integrated
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Figure 2.4: Illustrating adaptive thresholding mechanism

with interacting multiple model (IMM) (Blair et al., 1998).

2.5.1 Probability data association filter (PDAF)

The PDAF computes the association probability for each validated observation. It is

assumed that the number of validated observations obtained from radar at a specific

scan is m. The equations to update state vector and covariance matrix are describes as

State predicted equation is described as

x̂j+1|j = Fx̂j|j (2.9)

Observation vector is represented as

ẑj+1|j = Hx̂j+1|j (2.10)

Covariance of the predicted state

Pj+1|j = FPj|jF
′ +Q (2.11)
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Covariance wrt observation

Sj+1 (Ωj+1) = HPj+1|jH + Cj+1 (Ωj+1) (2.12)

Where,Cj+1 is the observation error covariance matrix corresponding to Ωj+1 wave-

form. The validation region (gate)-the ellipsoid can be written as

Vj+1 =
{
z :
[
z − ẑj+1|j

]T
Sj+1 (Ωj+1)−1 [z − ẑj+1|j

]
≤ γ

}
(2.13)

Where γ is the gate threshold determined by the chosen gate probability PG. Inno-

vation corresponding to the i− th validated measurement

vij+1 = zij+1 − ẑj+1|j i = 1, . . . ,mj+1 (2.14)

Volume of the validation region is given as

Vj+1 (Ωj+1) = cnz |γSj+1 (Ωj+1)|1/2 (2.15)

Where cnz represents unit hypersphere volume with dimension nz (i.e. [c1, c2, c3]

= [2, π, 4π/3]) Probability of the i− th validated measurement is

βij+1(Ωj+1) =


ei(Ωj+1)

b+
∑m(j+1)
l=1 el(Ωj+1)

i = 1, . . . ,m(j + 1)

b

b+
∑m(j+1)
l=1 el(Ωj+1)

i = 0

(2.16)

β0 (k + 1) is association probability which represents that none of the measurement

is correct,

ei(Ωj+1)
4
= e−

1
2
vij+1

T
Sj+1(Ωj+1)−1vij+1 (2.17)

b
4
=

(
2π

γ

)nz
2

m(j + 1)c−1
nz

1− PDPG
PD

(2.18)
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State update

x̂j+1|j+1(Ωj+1) = x̂j+1|j +Wj+1(Ωj+1)vj+1(Ωj+1) (2.19)

Where, Wj+1(Ωj+1) is filter gain and vj+1(Ωj+1) is known as combined innovation

which is calculated as

vj+1
4
=

m(j+1)∑
i=1

βij+1v
i
j+1 (2.20a)

Wj+1(Ωj+1)
4
= Pj+1|jH

′Sj+1(Ωj+1) (2.20b)

Covariance associated to update state is given as

Pj+1|j+1(Ωj+1) =Pj+1|j −
[
1− β0

j+1

]
Wj+1(Ωj+1)

Sj+1(Ωj+1)W T
j+1(Ωj+1) + P̃j+1(Ωj+1)

(2.21a)

P̃j+1(Ωj+1)
4
=

m(j+1)∑
i=1

βij+1(Ωj+1)vij+1v
i
j+1

T − vj+1v
T
j+1


×W T

k+1(Ωj+1)

(2.21b)

Equations 2.19 and 2.21 illustrates the final update equation for state vector and

covariance matrix of PDAF respectively.

2.5.2 Interacting multiple model estimator (IMM)

This subsection demonstrate the framework of IMM estimator. PDAF is employed to

track single target effectively. But, in real time environment the target may maneuver

with high acceleration values. So, PDAF is integrated in to the IMM filters and each

PDAF has different state transition models depending on the motion of the target. The

final state vector and covariance matrix is updated by using weighted sum of each PDA
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filters. Detailed explanation and derivation of IMM estimator is described in (Bar-

Shalom et al., 2004).

Updated state vector x̂lj/j , model probability value µlj/j and updated covariance ma-

trix P̂ l
j/j of particular filter data is present for updating next (j + 1)th iteration with

observation value zj+1. A brief derivation of IMM estimator is described as:

• Computing mixed input to tracking filter

Predicted model probability is calculated by

µrj+1|j =
n∑
l=1

plrµ
l
j|j (2.22)

Where, the model probability conditioned onj is

µ
l|r
j|j = (1/µrj+1|j)plrµ

l
j|j (2.23)

The mixed state estimate and covariance which is given as input to the PDAF filter

is computed by

x̂0r
j|j =

n∑
l

µ
l|r
j|jx̂

l
j|j (2.24a)

P 0r
j|j =

n∑
l=1

µ
l|r
j|j{P

l
j|j + [x̂lj|j − x̂0r

j|j][x̂
l
j|j − x̂0r

j|j]
T} (2.24b)

• Updating mixed state estimate and covariance

The state estimate and covariance of each rth filter is updated from the input (2.24a)

and (2.24b) to obtain updated state estimate (x̂rj+1|j+1) and covariance (P̂ r
j+1|j+1).

• Calculating model likelihood function

Λm
j+1 =

1√∣∣2πSrj+1

∣∣e− 1
2

[z̃j+1]T [Srj+1]
−1

[z̃j+1] (2.25)
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• Updating model probability of each filter

µrj+1|j+1 =
1

b
µrj+1|jΛ

r
j+1 (2.26)

Where b is a normalization factor

b =
r∑
l=1

µlj+1|jΛ
l
j+1 (2.27)

• Combining state estimate

x̂IMM
j+1|j+1 =

n∑
r=1

µrj+1|j+1x̂
r
j+1|j+1 (2.28a)

P IMM
j+1|j+1 =

n∑
r=1

µrj+1|j+1

× {P r
j+1|j+1 +

[
x̂rj+1|j+1 − x̂IMM

j+1|j+1

]
[
x̂rj+1|j+1 − x̂IMM

j+1|j+1

]T}
(2.28b)

Equations 2.28a and 2.28b illustrates the final update equations for state vector and

covariance matrix of IMM estimator. At any point of time the target trajectory will

be approximated to any one of the transition model in IMM estimator and the corre-

sponding transition model is switched on automatically. This process is performed by

computing the model probability.

2.6 Simulation results

This subsection describes about simulation results and related discussion. Six bench-

mark target trajectories used for conducting the simulation experiments are illustrated

in the following subsection.
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2.6.1 Benchmark trajectories

Six benchmark target trajectories from (Blair et al., 1998) have been utilized for testing

WAS approach in combined ECM (SSJ and SOJ), multipath and clutter scenario by

employing IMMPDAF. Each trajectory simulated time, trajectory turn rates, target type

and velocity is described below:

2.6.1.1 Benchmark trajectory-1

Initial and final positions of the target from the radar are at [75, 30, 1.26] km and [73.54, 4.7, 1.26]

km respectively. The target makes 2g and 3g maneuvers. The speed is maintained con-

stant at 290m/s and the flight time of the target is 165s. The trajectory represents a

large aircraft.

2.6.1.2 Benchmark trajectory-2

Initial and final positions of the target from the radar are at [47,−45, 4.57] km and

[34,−36.54, 3.760] km respectively. The target makes 2.5g and 4g maneuvers. The total

flight time of the target is 150s. The trajectory depicts small maneuverable commercial

jet. Figure 2.5 illustrates the estimated and original target trajectory of benchmark

trajectory-2.

2.6.1.3 Benchmark trajectory-3

The target turns 45◦ and 90◦ with 4g acceleration at 30s and 60s respectively. The total

flight time of the target is 145s. The maximum speed limit is maintained up to 457m/s,

while the minimum speed is maintained 274 m/s. The trajectory represents medium

bomber.
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Figure 2.5: Tracking of Benchmark target trajectory-2 in the presence of FA, SOJ, clut-
ter and multipath

2.6.1.4 Benchmark trajectory-4

The target maneuvers 45◦ with 4g and 6g acceleration rate. The minimum speed of

the target is maintained at 251 m/s. The total flight time of the target is 184s. The

trajectory represents medium bomber. Figure 2.6 illustrates the estimated and original

target trajectory of benchmark trajectory-4.

2.6.1.5 Benchmark trajectory-5

The target makes complicated maneuvering turns with acceleration rates 5g, 6g and 7g.

The total flight time of the target is 182s. The trajectory represents a fighter aircraft.

2.6.1.6 Benchmark trajectory-6

The target maneuvers two 6g and two 7g acceleration turns. The constant speed of

the target is maintained at 426 m/s. The total flight time of the target is 188s. The

trajectory represents a fighter aircraft.
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Figure 2.6: Tracking of Benchmark target trajectory-4 in the presence of FA, SOJ, clut-
ter and multipath

2.6.2 Simulation results & discussion

Simulation results for the six benchmark target trajectories in the complicated scenario

is tabulated in Table 2.2 and Table 2.3 respectively. The results obtained for the scenario

1: clutter, SOJ, FAs and multipath is illustrated in Table 2.2. The results are compared

with earlier research work (Angelova et al., 1999) which neglected multipath effects.

Furthermore, the results obtained for the scenario 2: clutter, SSJ, FAs and multipath is

tabulated in Table 2.3. Since the earlier studies did not consider jammer on board the

target, therefore the obtained results are not compared with any of the studies.

From the Table 2.2 it is evident that the average power in the present study is reduced

significantly for all benchmark target trajectories excluding benchmark trajectory-4.

Furthermore, it is noticeable from the simulation results that the proposed WAS ap-

proach needs only 39.98% lower mean average power when compared to earlier studies

(Angelova et al., 1999). Moreover, the cost function (C1) related to radar energy is

lowered significantly. But, the cost function (C2) related to radar time is increased by

a small amount. The track loss for benchmark target trajectories -3, 4, 5, and 6 are
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1.6%, 0.8% , 1.1% and 1.94% respectively. While the track loss for benchmark target

trajectories -1, 2 is zero. It can also be noticed from Table 2.2 is that the position and

velocity RMSEs are higher when compared to (Angelova et al., 1999). This obviously

suggests that the multipath effect has increased the observation error along with clutter.

Figure 2.7 and Figure 2.8 clearly depicts that the position and velocity RMSEs de-

creases as the number of waveforms increase from 5 to 50 (Miao et al., 2011). It can

also be noticed that position RMSE for all benchmark target trajectories has a mean dif-

ference of 52.124m for 50 waveforms excluding benchmark target trajectory-1. From

Table 2.2, it is evident that the velocity RMSE in present study is high with mean differ-

ence of 40.56m/s when compared to previous work. The previous studies (Angelova

et al., 1999) neglected the multipath effect in the environment. In the present study

along with jammer and clutter, multipath effects are also considered which is the reason

for reduced performance in terms of velocity RMSE.

The performance evaluation of IMMPDAF in the presence of clutter, SSJ, false

alarm and multipath is listed in Table 2.3. For this case, it can be noticed that the

position and velocity RMSEs for all six benchmark target trajectories reduces as the

waveforms increased from 5 to 50. However, the average power for benchmark target

trajectories -3, 4 and 5 is higher than benchmark target trajectories -1, 2 and 6. The

average track loss for benchmark target trajectories -3, 4, and 6 is 1.86%. On the other

hand the track loss for benchmark target trajectories -1, 2 and 5 is zero. Besides, it is

also observed that, the cost function values (C1 & C2 ) are lower for benchmark target

trajectories 1, 2 and 6 when compared to benchmark target trajectories 3, 4 and 5.

From Figure 2.7 and Figure 2.8, it can be noticed that the position RMSE and ve-

locity RMSE of SOJ is significantly lower than SSJ for all six benchmark target tra-

jectories. Figures 2.9 to 2.10 illustrates reduction in position RMSE, when the number

of waveforms are increasing in waveform bank. Moreover, the doted line in Figures

2.9 to 2.10 depicts the optimal number of waveforms required for both SOJ and SSJ

cases respectively. In case of SOJ, the optimal number of waveforms for benchmark

target trajectories is 20 except for benchmark target trajectory -3. While the optimality
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Figure 2.9: Performance of position RMSE Vs number of waveforms for Benchmark
Trajectories in the presence of SOJ, clutter, false alarm and multipath
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for benchmark target trajectory -3 for SOJ case is achieved at 10 waveforms. Whereas

in case of SSJ, the optimal number of waveforms for benchmark target trajectory -2, 5

and 6 is 20. For benchmark target trajectory -1 and 4 the optimality is attained at 20

waveforms. However, for benchmark target trajectory -3, in case of SSJ the optimality

is obtained for 40 waveforms. For both cases, the average optimality is attained at 20

waveforms.

The experimental results reveals that there is an improvement in performance by

using WAS technique in the presence of clutter, ECM, multipath and FAs. Therefore,

highly maneuvering targets can be tracked by using this approach in the presence of

intense interference.

2.7 Conclusion

In this chapter enhanced performance for tracking benchmark target trajectories has

been exhibited using WAS approach in the presence of intense interference. The track

performance is improved by applying 5 to 50 frequency coded waveforms (GFM, LFM

and SFM) from the waveform bank. IMMPDAF estimator is employed to track highly

maneuvering benchmark target trajectories with ECM (SSJ/SOJ), multipath and back-

ground clutter. The simulation results reveals that the proposed WAS technique needs

39.98% lower mean average power when compared to earlier studies (Angelova et al.,

1999). It can also be noticeable that there is decrease in both position and velocity

RMSE with increase in number of waveforms in waveform bank from 5 to 50. How-

ever, there is an increase in position and velocity RMSEs when compared to earlier fixed

waveform studies. To further improve the performance space-time adaptive processing

(STAP) based WAS approach is presented, which is described in the next chapter.
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CHAPTER 3

STAP BASED APPROACH FOR TARGET

TRACKING USING WAVEFORM AGILE SENSING

IN THE PRESENCE OF ECM

3.1 Introduction

This chapter proposes WAS approach to track single targets in the presence of intense

interference (ECM, false alarms and clutter) by employing space time adaptive process-

ing (STAP) at the receiver end. STAP based approach effectively suppresses the intense

interference (jamming and clutter) by applying the filtering operations in multidimen-

sional aspect (in terms of range and Doppler) (Rabideau, 2000). Based on CRLB, a par-

ticular waveform that has to be transmitted for next scan is chosen from the waveform

bank. SOJ and SSJ are considered as major ECM technique. IMMPDAF is employed to

track the targets. The literature survey related to these approaches have been described

in section 2.2. The following subsections briefly describes this method.

3.2 Space time adaptive processing

Space time adaptive processing (STAP) is associated with two-dimensional filtering

in both time and spatial domain to detect the targets by effectively suppressing both

jamming and clutter Let, N be the number of sensors in linear phased array radar and

M be the number of delayed echo pulses obtained at the receiver. The pulses with time

delay depicts the signal in time domain and the array sensor collects the signal in spatial

domain. Following equations illustrate the STAP approach in two dimensions.



If the transmitted radar waveform is x(t), then the waveform echo obtained at sensor

k with angle of arrival (θ) at time instant (i) is described as

Yk(ti) = x(ti)e
−jδθk (3.1)

where, δθk=2πd(k−1)
λ

sin(θ); k = 1, 2, . . . , N ; λ is the wavelength and d represents dis-

tance between two sensors.

Let the spatial steering vector corresponding to angle of arrival (θ) be Ls(θ), then

the received radar echo is represented as

Yi = x(ti)Ls(θ) (3.2)

where, Ls(θ)=e
−j2πd(k−1)sin(θ)

λ ; k = 1, 2, . . . , N .

Let, the temporal steering vector with Doppler shift (fD) be Lt(fD), then the wave-

form echo at kth sensor due to M pulses is given as

Yk(t− (j − 1)T ) = x(t)Lt(fD) (3.3)

where, j = 1, 2, . . . ,M and k = 1, 2, . . . , N .

From Equations 3.2 and 3.3, the compounded echo waveform at ith time instant

from a target with angle of arrival (θ) and Doppler frequency (fD) is represented as

Yi = x(ti) [Ls(θ)⊗ Lt(fD)] (3.4)

where, ⊗ is the Kronecker product.

After applying two-dimensional beamformer, the output signal is described as

C = WYi (3.5)

where, W is the weight matrix which is computed by using adaptive algorithm so as to

maximize the signal to interference ratio.
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3.3 Problem formulation

In the proposed WAS technique, an active phased array radar (operating at X-band and

a linear phased array with 900 elements) with adaptive displaced phase center antenna

is applied to extract the observations. The radar waveform that is to be transmitted is

chosen based on CRLB of updated measurement errors. The radar waveforms are var-

ied from 5 to 50 in the waveform bank and linear frequency modulated (LFM) wave-

forms with different pulse repetition frequency’s (PRFs) and pulse widths are collected

to be present in the waveform bank. In addition to ECM (SSJ/SOJ), background clut-

ter and FAs are included in the environment. Greatest-of cell-averaging constant false

alarm rate (GOCA-CFAR) adaptive thresholding approach is engaged for target detec-

tion (Skolnik, 1970). IMMPDAF estimator is used to estimate all the benchmark target

trajectories in the presence of intense interference. Benchmark target trajectories which

are discussed in subsection 2.6.1 are used in the present investigation. An elaborated

discussion of problem formulation is described in chapter 2.3. The overall work flow is

briefly represented in Figure 3.1.

3.4 Results and discussion

Simulation results for the aforementioned six benchmark target trajectories in the com-

plicated scenario is tabulated in Table 3.1 and Table 3.2 respectively. The results ob-

tained for the scenario-1: clutter, SOJ and FAs is illustrated in Table 3.1. Furthermore,

the results obtained for the scenario-2: clutter, SSJ and FAs is tabulated in Table 3.2.

These results are compared with results obtained in chapter-2 (Satapathi and Pathipati,

2017).

From the Table 3.1 it is evident that the average power in the present study is in-

creased significantly for all benchmark target trajectories. Furthermore, it is notice-

able from the simulation results that the proposed STAP based WAS approach needs

1 in Table 3.1 and Table 3.2 refers that the values are calculated using the algorithm in (Satapathi
and Pathipati, 2017)
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Figure 3.1: Flowchart of entire simulation process
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Figure 3.2: Comparison of position RMSE for benchmark trajectories in the presence
of SOJ, SSJ, clutter and false alarms

28.11% higher mean average power when compared to results in chapter-2 (Satapathi

and Pathipati, 2017). Moreover, the cost function (C1 & C2) related to radar energy and

radar time is higher in a small proportion respectively. However, the track loss for all

six benchmark target trajectories are reduced to lower extent except benchmark target

trajectory-3 for both scenario-1 and scenario-2. It can also be noticed from Table 3.1

that the position and velocity RMSEs are lower when compared to results in chapter-2

(Satapathi and Pathipati, 2017). This obviously demonstrates that the multidimensional

filtering STAP approach has suppressed the clutter and jamming effectively.

Figure 3.2 and Figure 3.3 clearly depicts that the position and velocity RMSEs de-

creases as the number of waveforms increase from 5 to 50 (Miao et al., 2011). It can

also be noticed that position RMSE for all benchmark target trajectories has a mean

difference of 66.01m lower for 50 number of waveforms. From Table 3.1, it is evident

that the velocity RMSE in present study is lower with a mean difference of 35.74m/s

when compared to results obtained in chapter-2 (Satapathi and Pathipati, 2017).

The performance evaluation of IMMPDAF in the presence of clutter, SSJ and FAs

is listed in Table 3.2. For this case (scenario-2) also it can be noticed that the position
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Figure 3.3: Comparison of velocity RMSE for benchmark trajectories in the presence
of SOJ, SSJ, clutter and false alarms

and velocity RMSEs for all six benchmark target trajectories reduces with increase

in number of waveforms from 5 to 50. The average power for all benchmark target

trajectories is higher when compared to results obtained in chapter-2 (Satapathi and

Pathipati, 2017). The average track loss for benchmark target trajectories is zero except

for benchmark target trajectory-3. Both the cost functions (C1 & C2 ) are higher for all

benchmark target trajectories compared to results in chapter-2 (Satapathi and Pathipati,

2017).

From Figure 3.2 and Figure 3.3, it can be noticed that the position RMSE and ve-

locity RMSE of SOJ is significantly lower than SSJ for all six benchmark target tra-

jectories. Figures 3.4 to 3.5 illustrates decrease in position RMSE when the number of

waveforms are increasing in waveform bank. Moreover, the doted line in Figures 3.4

to 3.5 depicts the optimal number of waveforms required for both SOJ and SSJ cases

respectively. In case of SOJ (scenario-1), the optimal number of waveforms for bench-

mark target trajectories-2, 3 and 6 is 20. While the optimality for benchmark target

trajectories - 1, 4 and 5 for SOJ case is achieved at 5 waveforms. Whereas in case of

SSJ (scenario-2), the optimal number of waveforms for benchmark target trajectory -1

and 3 is 20. For benchmark target trajectory -4, 5 and 6 the optimality is attained at 5
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waveforms. However, for benchmark target trajectory -2, in case of SSJ the optimal-

ity is obtained for 40 waveforms. For both the scenario-1 and scenario-2 the average

optimality is attained at 20 waveforms.

The experimental results reveals that, there is an improvement in radar performance

by using STAP based WAS technique in the presence of clutter, ECM and FAs with

significant increase in radar cost functions. Hence, there exists a trade off between

radar track performance and radar cost functions. Therefore, STAP based approach is

an alternative and efficient technique to track highly maneuvering targets in the presence

of intense interference.

3.5 Conclusion

This chapter demonstrates alternative and efficient technique for tracking benchmark

target trajectories using STAP based WAS approach in the presence of intense interfer-

ence. The track performance is improved by applying 5 to 50 frequency coded wave-

forms (LFM) from the waveform bank. IMMPDAF estimator is employed to track

highly maneuvering benchmark target trajectories with ECM (SSJ/SOJ), background

clutter and FAs. The simulation results reveals that the proposed STAP based WAS

technique needs 28.11% higher mean average power when compared to earlier studies

(Satapathi and Pathipati, 2017). It can also be noticeable that there is a decrease in both

position and velocity RMSE with increase in number of waveforms in waveform bank

from 5 to 50 with a significant increase in radar resources. Hence, a novel and alterna-

tive algorithm is accomplished to track benchmark target trajectories in the presence of

strong interference.
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CHAPTER 4

SOFT AND EVOLUTIONARY COMPUTATION

BASED DATA ASSOCIATION APPROACHES FOR

TRACKING MULTIPLE TARGETS IN THE

PRESENCE OF ECM

4.1 Introduction

Previous two chapters dealt with single target tracking problem in the presence of strong

interference. In practice there may be multiple targets present in the environment.

Hence, to address this problem, two novel soft and evolutionary based data associa-

tion techniques have been presented. New hybrid data association approaches based on

fuzzy particle swarm optimization (Fuzzy-PSO) and fuzzy genetic algorithm (Fuzzy-

GA) clustering techniques have been presented as robust methods to overcome local

minima problem. The data association matrix is evaluated for all tracks using validated

measurements obtained by phased array radar for four different cases applying four data

association methods (JPDA, FCM, Fuzzy-PSO, and Fuzzy-GA). The following subsec-

tions gives detailed explanation of these data association methods.

The proposed data association approaches (Fuzzy-PSO and Fuzzy-GA) are based

on stochastic optimized techniques with randomization and local search. The random-

ization process results in generating arbitrary solutions which helps the local search to

find a global solution. Whereas, the global solution in a specific region is achieved by

employing metaheuristic approach which is responsible for making convergence. The

performance of the proposed approaches is higher when compared to JPDA and FCM

with additional computational cost.



4.2 Literature survey

The data association problems are classified into two categories: all neighbor and

nearest- neighbor data association approaches. Nearest neighbor filter (NNF) and strongest

neighbor filter (SNF) techniques are two solutions for nearest neighbor data association

approach (Bar-Shalom and Fortmann, 1988; Aziz et al., 1999). Only one valid mea-

surement is used to predict the target track in SNF and NNF. The measurement which

is nearest to the predicted target is selected in NNF and the valid measurement with

the highest probability is selected in SNF. A brief explanation of nearest neighbor data

association technique has been described in (Blackman, 1986; Aziz, 2013).

In all neighbor data association method, all the valid measurements are used to pre-

dict next state of the target. Multi-hypothesis, probability data association, joint prob-

ability data association etc., uses all neighbor data association technique to update the

target state. Multi-hypothesis tracker (MHT) provides an optimal solution for multi-

target tracking. The posterior probability in MHT is determined by using Bayes rule

under model assumptions in order to obtain optimal solution (Bar-Shalom and Fort-

mann, 1988; Blackman, 1986). But, implementation of MHT in practical scenario is

difficult due to its computational complexity and also information on noise should be

known in priori. Due to these reasons, many suboptimal tracking algorithms like prob-

abilistic data association (PDA) and joint probabilistic data association (JPDA) were

implemented with less computational complexity (Bar-Shalom and Fortmann, 1988;

Bar-Shalom, 1990).

Probabilistic data association technique is used to assign multiple measurements

to a single target. Joint probabilistic data association is used to assign multiple mea-

surements to multiple targets (Bar-Shalom and Fortmann, 1988). Both these methods

(PDA and JPDA) compute association probability between latest scan validated mea-

surements and target tracks. Further, the estimates are combined based on respective

association techniques (Blackman, 1986; Fisher and Casasent, 1989; Zhou and Bose,

1993, 1995). Implementation of JPDA tracking algorithm is simple when compared
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to MHT and also it uses all valid measurements to update the next state of the tar-

get. Besides, a modified approach using JPDA was suggested to reduce computational

complexity in (Zhou and Bose, 1993, 1995). The procedure for calculating association

probability for JPDA is briefly explained in (Aziz, 2007; Bar-Shalom and Fortmann,

1988; Bar-Shalom, 2000) assuming the measurements as Gaussian distributed. Inter-

acting multiple model joint probabilistic data association (IMMJPDA) assigns multiple

observations to multiple targets and are also capable of tracking targets with maneu-

vers (Aziz, 2007, 2008; Bar-Shalom et al., 1989). In addition, the performance results

of IMMJPDA were comparable to MHT. In another communication, authors reported

that expectation maximization technique gave better results when compared to JPDA,

but with additional computations (Molnar and Modestino, 1998). The Kalman-levy fil-

ter (Sinha et al., 2007), the probability hypothesis density (PHD) filter (Clark and Bell,

2007; Panta et al., 2007), and the inverse gamma distributed texture (Balleri et al., 2007)

are among other techniques reported in the literature for multi-target tracking.

Neural network based methods are also used as suboptimal approaches for data as-

sociation of multi-target tracking (Chung et al., 2007; Perlovsky and Deming, 2007).

However, these approaches require a large number of neurons and the training was te-

dious (Kosko, 1992; Sengupta and Iltis, 1989). Probabilistic weights were replaced

by possibility weights by using fuzzy logic for data association for attaining better re-

sults. Preliminarily, the possibilistic weights were computed by using fuzzy IF-THEN

rules to associate observations to tracks (Osman et al., 1996; Smith III, 1997; Tum-

mala and Midwood, 1998; Singh and Bailey, 1997). A huge number of IF-THEN rules

are required for better performance (Singh and Bailey, 1997; Aziz et al., 1999; Aziz,

2007). Many modified fuzzy data association techniques with fuzzy IF-THEN and

fuzzy clustering were proposed in (Aziz et al., 1999; Dubois et al., 2005; Gad et al.,

2001; Stubberud and Kramer, 2006). The solutions obtained by fuzzy data association

were approximate and were further extended to complicated scenarios (Mazor et al.,

1998). Simplified fuzzy data association based on fuzzy clustering means (FCM) were

presented in (Aziz, 2011, 2013, 2014; Liang-Qun and Wei-Xin, 2014; Aziz, 2015). The

number of computations are less when compared to other fuzzy data association tech-
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niques (Fisher and Casasent, 1989; Zhou and Bose, 1993). Incorporating clutter and

clutter free environment was considered for the above-proposed data association tech-

niques. However, the solutions obtained by fuzzy clustering may fall into local minima.

Soft and evolutionary computing based techniques have been proposed to optimize

the distance between cluster center and the data (Izakian and Abraham, 2011). PSO is a

stochastic optimization tool designed and inspired by bird flocking (Poli et al., 2007). It

is very easy to implement and also used for optimizing numerous optimization problems

(Pang et al., 2004; Kennedy et al., 2001). The genetic algorithm is also used extensively

for searching and optimizing functions in various engineering domains (Golberg, 1989)

and it is based on Darwin’s evolution principle. Both, hybrid Fuzzy-PSO and Fuzzy-

GA has been applicable to various fields and the results achieved were promising and

found to be the best (Yang et al., 2009; Magdalena and Monasterio, 1995; Silva Filho

et al., 2015; Izakian and Abraham, 2011).

This chapter presents two novel hybrid evolutionary computing algorithms (PSO

and GA) with FCM for data association to track multiple targets in the presence of

strong interference. It considers all the validated gate measurements to estimate the

next state of the target. The association matrix is determined by using Fuzzy-PSO and

Fuzzy-GA clustering algorithms. The approach requires little prior information about

the probability distribution of observations, and clutter density. Further, It does not

require to calculate all possible data association probabilities like JPDA. On the other

hand, FCM based data association techniques are not robust in the presence of high

clutter and jamming scenario which results to fall the cluster center in local minima, in

turn, produce counterintuitive results.

4.3 Problem formulation

The main objective of this subsection is to describe briefly about the proposed measure-

ment association problem formulation for multi-target tracking. The primary purpose

of target tracking is to estimate next state of the target with high accuracy in the pres-
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Figure 4.1: Block diagram of a typical multitarget tracking scenario

ence of strong interference. Estimation is correctly done if the measurements from

radar echo waveform are associated properly to each individual target. Assuming that

the number of targets is known to be NT at each scan and number of valid observations

that are received from the radar be NV . The measurements Zk = {z1,k, z2,k, . . . , zNV ,k}

received at the radar generally includes target return, clutter, false alarms and ECM for

kth scan.

A typical multi-target tracking scenario in the presence of stand of jammer is given

in Figure 4.1. A waveform is transmitted through phased array radar with minimum

variance distortionless response (MVDR) beamformer to hit the target. The echo which

is received at radar receiver is a combination of target returns, jamming signals, and

clutter. Intermediate frequency (IF), radio frequency (RF) signal processing techniques

are performed to obtain the measurements. An important assumption made in this study

is that the closely spaced targets have been ignored. Further, the entire process of multi-

target tracking with 900 elements rectangular phased array radar with 10GHz frequency

is illustrated in the flowchart of Figure 4.2.

The measurements received at each scan is more likely be greater than the number

of targets, if the environment is affected by strong interference (clutter and ECM). There

is no prior information related to the tracks associated with measurements that emerge

from potential targets and also due to other sources. It is hence, essential to estimate
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tracks for the targets that are under surveillance, using received measurements. It is a

tough task to associate the closely spaced measurements corresponding to two or more

targets. The main problem is to estimate the next state of the targets by using received

measurements which are highly uncertain.

The dynamic model of ith target is represented as

xik = F ixik−1 + vik−1, i = 1, 2, . . . , NT (4.1)

Where, xik is the state vector of ith target at kth scan, vi is process input noise for ith

target and F i is defined as state transition matrix of ith target.

If the environment is not effected by any clutter or ECM, then the estimation is done

by using a simple Kalman filter based on true measurements. The following equations

briefly provides the necessary procedure.

Let, xik, P i
k be the state vector and covariance matrix for ith target at kth scan respec-

tively, then below mentioned Kalman filter equations are used to predict and update the

next state of the target (Bar-Shalom, 1987; Blackman, 1986).

x̂ik|k−1 = F ix̂ik−1|k−1 (4.2)

P i
k|k−1 = F iP i

kF
′i +Qk (4.3)

x̂ik|k = x̂ik|k−1 +Ki
kz̃

i
k (4.4)

P i
k|k =

[
I −Ki

kH
i
k

]
P i
k|k−1 (4.5)

where, K is the filter gain of the Kalman filter and z̃ is innovation covariance which is

given by

Ki
k = P i

k|k−1H
′i
k

[
H i
kP

i
k|k−1H

′i
k +Ri

k

]−1

(4.6)

z̃ik = Zi
k −H i

kx̂
i
k|k−1 (4.7)
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The innovation covariance matrix is given by

Sik = H i
kP

i
k|k−1H

′i
k +Ri

k (4.8)

where, F is state transition matrix with dimension n× n, H is measurement matrix

with dimension m × n . The process and measurement noise covariance matrices are

represented as Q and R respectively. It is assumed that both Q and R are Gaussian

distributed with zero mean and uncorrelated.

Only a few measurements which are validated from the received observations are

used to update the target state. The measurements are validated by using a validation

gate, assuming that the measurement is generated from the target source but not due

to the clutter of ECM. The joint probability is calculated for the measurements associ-

ated with the target tracks in joint probability data association (JPDA) filter. There is

a possibility for associating multiple measurements for a single track or a single mea-

surement for multiple tracks. The comprehensive derivation of JPDA filter is described

in (Bar-Shalom, 1987; Blackman, 1986). There is a change in only two equations in

JPDA when compared to Kalman filter equations, which is presented as follows:

i. The updated state estimate of target i is given as:

x̂ik|k = x̂ik|k−1 +Ki
k

NV∑
j=1

βij z̃ijk , i = 1, 2, . . . , NT (4.9)

Where, z̃ij represents residual value of target i and measurement j, βij represents
posterior probability of jth validated measurement of ith target.

ii. The updated covariance matrix is determined as

P i
k|k = P i0

k|k + dP i
k|k (4.10)

where,

P i0
k|k = βi0P i

k|k−1 + (1− βi0)
[
I −Ki

kH
i
kP

i
k|k−1

]
(4.11a)

dP i
k|k = Ki

k

[
NV∑
j=1

βij z̃ijk z̃
′ij
k − z̃ikz̃′

i

k

]
K
′i
k (4.11b)

The posterior probability βi0 illustrates that zero measurement has been origi-

52



nated from ith target. The equations of posterior probability is derived by assum-
ing the observations that follows Gaussian distribution (Bar-Shalom, 1987, 1990;
Blackman, 1986).

If the number of targets and validated measurements increase, there is an exponen-

tial increase in time to evaluate joint probabilities. Instead of calculating joint prob-

ability, techniques were proposed in the literature to use possibility weights (fuzzy

clustering) to reduce the processor execution time (Aziz, 2011, 2013). But, the major

drawback of FCM is that they may fall in to local minima. Further, results are largely

dependent on selecting initial center of clusters.

The primary objective of this chapter is to apply soft and evolutionary computing

techniques with FCM to associate uncertain validated measurements to the target tracks

to provide enhanced performance. The validated measurements are obtained in the

presence of strong interference (ECM, FA, and clutter).

4.4 Proposed data association approaches

This subsection briefly explains about the proposed novel data association approaches

Fuzzy-PSO and Fuzzy-GA. The two main steps involved in the proposed methods are

given below:

i. Calculating association weights.

ii. Computing updated state estimate and covariance matrix.

The following subsections provide a detailed explanation of these two main steps:

4.4.1 Calculating association weights

Let NT be the number of targets to be tracked in the presence of ECM, clutter, and false

alarms. The number of validated measurements is NV , that are obtained by applying

validation gate criterion. The valid measurements contain true measurements with more
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probability as well as false measurements that occur due to clutter and ECM. Let PGi

and Pdi be the gate probability and detection probability of ith target respectively. The

validation gate of the target denotes the joint event. Validation matrix is obtained by

using validation gate criterion (Aziz, 2013, 2011) and is defined as

Ω = [Ωij], i = 1, 2, . . . , NT , j = 0, 1, 2, . . . , NV (4.12)

and

Ωij =

1 If jthmeasurement lies within gate of target i

0 otherwise

Case j = 0 depict that none of the measurement is validated. There may be a case

that even a single measurement may not lie in validation gate region, so the first column

in validation matrix is considered as ”1”, i.e. Ωij = 1, i = 1, 2, 3, . . . , NT , j = 0.

For example, consider two targets (NT=2) and five measurements (NV =5) that fall in

validation gates as shown in Figure 4.3.

Figure 4.3: Example of two targets and five validated measurements

From Figure 4.3, the measurements z1, z3 falls in the validation gate of target-1,

i.e. (Ω11 = 1, Ω13 = 1) and z4, z5 falls in the validation gate of target-2 (Ω24 = 1,

Ω25 = 1). The measurement z2 falls in validation gates of both target-1 and target-2

(Ω12 = Ω22 = 1). Ω10 = 1 and Ω20 = 1 depicts the case that no measurement is

validated for either of the two targets respectively. The validation matrix for Figure 4.3

is given as

Ωij =
[
1 1 1 1 0 0
1 0 1 0 1 1

]
; i = 1, 2; j = 0, 1, . . . , 5 (4.13)
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The distance metric δij between jth measurement and ith target is considered as

association measure in this approach. The weighted inner product of the innovation

vector between jth measurement and ith target is considered as association measure

which is mentioned as:

(dij)2 = (z̃ij)
′
(Si)−1(z̃ij) =

[
zj − ẑi

]′
(Si)−1

[
zj − ẑi

]
(4.14)

Where, z̃ij is the difference between observed and predicted measurements and Si

is innovation covariance calculated by Equation 4.8.

The following rules are defined to calculate distance metric δij on the basis of vali-

dation matrix (Ω):

i. Considering the fact that validated measurements are more likely to come from
target rather than from other unnecessary sources and these valid measurements
are directly related to detection probability. The probability of detection (Pdi) and
gate probability (PGi) are included in distance metric as shown in Equation 4.15.
If (Pdi = PGi = 1), hence all the measurements from the target echo belongs to
the target.

ii. If j 6= 0, Ωij = 1, then jth measurement belongs to ith target and distance metric
(δij) is directly proportional to weighted inner product of the innovation vector
between jth measurement and ith target. The value λni−1 is included in the dis-
tance metric (δij). λni−1 represents that at least one measurement is originated
due to target and remaining measurements (ni − 1) are originated due to noise.
Where ni is the number of validated measurements in gate and λ represents spa-
tial density due to noise.

iii. if j = 0, λni is considered in distance metric which represents that no measure-
ments are validated and all the measurements (ni) are originated due to noise.

Based on the above rules, the distance metric (δij) between jth measurement and ith

target is given as

δij =

PGiPdiλ
ni−1(dij)2, ∀j 6= 0,Ωij = 1, i = 1, 2, . . . , NT

λni(1− PGiPdi), ∀Ωij = 0, j = 0, i = 1, 2, . . . , NT

(4.15)

The condition Ωij = 0 and j 6= 0, represents that the jth measurement does not
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belong to ith target. The correlation matrix (ψ) which depicts possibility of jth valid

measurements for ith target is given as:

ψij = δij = λni(1− PGiPdi), i = 1, 2, . . . , NT ; j = 0 (4.16)

and

ψε[0, 1], 1 ≤ i ≤ NT , 1 ≤ j ≤ NV (4.17)
NT∑
i=1

ψij = 1,∀j 6= 0 (4.18)

0 ≤
NV∑
j=1

ψij ≤ NT , i = 1, 2, . . . , NT (4.19)

The correlation matrix should satisfy conditions in Equation 4.17, 4.18 and 4.19

respectively.

4.4.1.1 Fuzzy PSO data association

Let the number of particles be κ. Then position of κth particle is represented as Xκ.

The particle position describes the fuzzy relation between validated measurements and

number of targets which is given as

X = ψij =

 ψ1,1 ψ1,2 . . . ψ1,NV

...
... . . . ...

ψNT ,1 ψNT ,2 . . . ψNT ,NV

 , i = 1, 2, . . . , NT ; j = 1, 2, . . . , NV

(4.20)

Where ψij represents the possibility association matrix between ith target and jth

measurement. The particle velocity (Vκ) is of size NT ×NV . The velocity and position

of κth are updated using the Equations 4.21a and 4.21b respectively.

Vκ(t) = ωVκ(t−1)+C1r1⊗(pbestκ(t−1)−Xκ(t−1))+C2r2⊗(gbest(t−1)−Xκ(t−1))

(4.21a)

Xκ(t) = Xκ(t− 1)⊕ Vκ(t− 1) (4.21b)
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Algorithm 1 Fuzzy-PSO data association
1: Load the parameters (population size, C1, C2, ω and maximum iterative count).
2: Generate swarm with κ particles.
3: Compute partition matrix ψ (Equation 4.20) by using validation matrix Ω (Equation

4.12) for the validated measurements that are obtained from radar. Initialize V ,
pbest for each particle and gbest for each swarm.

4: for all termination criterion do
5: Calculate the fitness value using Equation 4.23.
6: Determine pbest of each particle and gbest of each swarm.
7: Update the velocity and position matrix of each particle using Equations 4.21a,

4.21b respectively.
8: Compute the new fitness value.
9: end for

10: The position matrix which gives the best fitness value is considered as the partition
matrix and it is normalized according to Equation 4.22.

11: Estimate the next state of the target by using Equation 4.9.

Where pbestκ represents the best solution obtained by κth particle and gbest repre-

sents best solution obtained by all the particles.

The position matrix may not follow the rules in Equation 4.17,4.18 and 4.19 after

updating. So, the updated position matrix is normalized. All the negative values in

updates position matrix are made zero. In a row, if all the elements are zero, then

random numbers are generated between interval [0,1] .

The position matrix is normalized as in (Silva Filho et al., 2015), so as to make the

contributions of valid measurements equal to one.

Nv∑
j=0

ψijnormalize = 1, i = 1, 2, . . . , NT (4.22)

ψijnormalizek represents possibility association of jth measurement to ith matrix of

particle k.

The fitness function which is used to calculate generalized solution is given in Equa-

tion 4.23:

F (xk) =
K

Jm
(4.23)

The correlation measure is given as:
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ψij =
(1/δij)∑NT
i=1(1/δij)

; i = 1, 2, . . . , NT ; j = 1, 2, . . . , NV (4.24)

Where , Jm =
∑NT

i=1

∑NV
j=1(ψij)2δij is the objective function of FCM and represents

sum of squared errors, K is constant. For good clustering, the value of Jm should be

small and the value of fitness function will be high. The entire Fuzzy-PSO association

is as shown in the algorithm 1:

The condition is terminated if there is no further improvement in gbest value.

4.4.1.2 Fuzzy-GA data association

The valid measurements (NV ) can be associated to NT tracks effectively by using

Fuzzy-GA clustering due to its potential in searching. In this method, the following

tasks are performed for associating the measurements to tracks.

4.4.1.2.1 Initialization

The sequence of chromosome represents NT cluster centers. The length of the chro-

mosome is considered as NT × N . Where, N represents the dimension of the cluster

center. If T is the population size of the genetic algorithm, then T chromosomes are

generated by applying fuzzy clustering means (FCM) algorithm as described in (Aziz,

2011). The centers which are determined by FCM may fall in local minima. The con-

vergence criterion can be easily detected by comparing the difference in cluster center

or membership function at two consecutive iterations.

4.4.1.2.2 Fitness computation

The process of fitness computation includes two steps. In the first step, the validated

measurements (NV ) are assigned to NT cluster tracks according to the information en-

coded in each chromosome. The assignment of valid measurements (zk), k = 1, 2, . . . , NV

for each cluster (Cj) is done by using the following condition
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if ||zk − bj|| < ||zk − bρ||; j = ρ = 1, 2, . . . , NT and ρ 6= j

In the second step, the cluster centers in each chromosome is updated by the mean

value of the individual clusters. The new cluster center (b∗i ) for cluster center Ci is given

as

b∗i =
1

NV i

∑
ZiεCi

zj; i = 1, 2, . . . , NT (4.25)

The new clustering metric (D) is calculated as the sum of euclidean distance of each

validated measurement from the individual cluster center. Which is given by:

D =

NT∑
i=1

Di (4.26)

where,

Di =
∑
zjεCi

||zj − bi||; j = 1, 2, . . . , NV (4.27)

The fitness function is given as:

F =
1

D
(4.28)

In the Equation 4.28, if the fitness value is maximized, then the result leads to min-

imization of intra clutter distance which is our main objective.

4.4.1.2.3 Selection

Reproduction of new population is done by selecting chromosomes from population

T using roulette wheel selection procedure (Gan et al., 2009) . Each chromosome in

the population is assigned a probability based on fitness value. Two chromosomes are

selected to produce children by applying roulette wheel selection. For T chromosomes,

the selection probability of each chromosome is assigned as

pj =
Fj∑T
i=1 Fi

; j = 1, 2, . . . , T. (4.29)
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The least probability chromosomes are not considered for producing children.

4.4.1.2.4 Crossover

In the crossover, two parent chromosomes exchange information to produce two new

chromosomes (children). In this paper, single point crossover with a fixed crossover

probability (Pc) is used. If the length of the chromosome is L, then a random value in

the range [1, L− 1] is generated which is known as a crossover point. The values right

to the crossover points are exchanged to produce two children.

4.4.1.2.5 Mutation

Each individual chromosome goes through mutation with a fixed probability (PM ). Mu-

tation is performed by just flipping the value from 0 to 1 and vice versa. As we are

considering floating point value in this paper, a random number r is generated within

the range [0, 1] with uniform distribution. If the value of the integer is v at the gene

position. Then, after mutation the values becomes

v = v ± r ∗ v, v 6= 0
v = v ± r, v = 0; (4.30)

The signs (+ & -) are considered with equal probability. If a specific location in all

chromosomes become positive or negative then we cannot generate new chromosome

with negative or positive value at that specified location. So, we have included a factor

( ξ) while performing mutation.

v = v ± (r ± ξ) ∗ v (4.31)

where, ξε(0, 1).
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4.4.1.2.6 Termination criterion

Crossover and mutation are performed in a systematic procedure for 100 iterations. The

chromosome which gives the best fitness value is considered as the solution. At each

iteration, the chromosome that gives the best value is stored i.e, we have applied the

process of elitism. Thus, the process of termination of the chromosome gives the best

solution. The algorithm has two steps in the individual iteration process. In step-1, the

population is generated by using FCM algorithm and in step-2, the Genetic algorithm

is applied on the population to do better clustering.

The entire process of Fuzzy-GA data association is briefly described in algorithm 2.

Algorithm 2 Fuzzy-GA data association
1: Initialize the parameters for crossover rate, initial population, mutation rate and the

maximum number of iterations.
2: Compute partition matrix ψ (Equation 4.20) by using validation matrix Ω (Equation

4.12) for the validated measurements that are obtained from radar.
3: for all termination criterion do
4: Calculate fitness value using Equation 4.28.
5: Reproduce new population by using roulette wheel selection procedure.
6: Perform crossover to produce new chromosome.
7: Implement mutation.
8: Calculate the new fitness value.
9: end for

10: The chromosome which gives the best fitness value is considered as the partition
matrix and it is normalized according to Equation 4.22.

11: Estimate the next state of the target by using Equation 4.9.

4.4.2 Computing updated state estimate and covariance matrix.

After evaluating the association weights, the next important task is to estimate the next

state of the target with high accuracy. JPDA is used only for tracking targets which

follow a linear path. But, in the case maneuvering targets, interacting multiple model

joint data association filter (IMMJPDAF) is applied to track the targets. In IMMJPDAF,

multiple Kalman filters are placed in parallel and the state estimate is updated by model

probability. IMMJPDAF is briefly elaborated in (Bar-Shalom, 1990; Bar-Shalom et al.,
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2004). The partition probability matrix in IMMJPDA is replaced by the possibility

matrix which is obtained by FCM, Fuzzy-PSO, Fuzzy-GA and the results have been

compared. The following section describes the experimental results in detail for four

different cases.

4.5 Results and discussion

This section furnishes results and discussions obtained by considering four case stud-

ies (linear crossing targets, parallel targets, linear and non-linear crossing targets, and

non-linear crossing targets) to evaluate the performance of the proposed hybrid data

association techniques. The results achieved in each case study are compared with ex-

isting techniques, such as JPDA and FCM. The measurements are obtained by using

rectangular phased array radar with 900 elements. where, Linear frequency modulated

(LFM) waveform is considered for transmission by the radar at operating frequency of

10 GHz. Assuming a barrage jammer is present beyond cross over range of the radar

and emits jammer power towards the radar main lobe (Mahafza and Elsherbeni, 2003).

Here, clutter is induced in the environment by a constant gamma clutter model (Bar-

ton, 1985). The target returns that are obtained from radar are affected with ECM,

clutter and false alarms (strong interference). Signal processing techniques like adap-

tive beamforming (minimum variance distortionless response (MVDR)) and adaptive

thresholding (cell averaging constant false alarm rate (CA-CFAR)) are applied to re-

duce the jamming effect, clutter and false alarms (FA).

The state vector (xk) is taken as two-dimensional (position and velocity) vector with

respect to x and y directions i.e.

xk = [Xk;Vx,k;Yk;Vy,k] (4.32)

where Xk,Yk represents position with given velocities Vx,k, Vy,k in x and y directions

at kth scan, respectively. The observations are received from radar and are validated

by using validation gate criterion (Bar-Shalom, 1990; Aziz, 2013, 2011). The validated
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observations at kth scan are represented as

Zk = {z1,k, z2,k, . . . , zNV ,k} (4.33)

The three state transition matrices which are used in IMM model are given by

F 1 =

1 ∆T 0 0
0 1 0 0
0 0 1 ∆T
0 0 0 1

 (4.34a)

F 2 =

1 sin(w2 ∗∆T )/w2 0 (cos(w2 ∗∆T )− 1)/w2

0 cos(w2 ∗∆T ) 0 sin(w2 ∗∆T )
0 (1− cos(w2 ∗∆T ))/w2 1 sin(w2 ∗∆T )/w2

0 −sin(w2 ∗∆T ) 0 cos(w2 ∗∆T )

 (4.34b)

F 3 =

1 sin(w3 ∗∆T )/w3 0 (cos(w3 ∗∆T )− 1)/w3

0 cos(w3 ∗∆T ) 0 sin(w3 ∗∆T )
0 (1− cos(w3 ∗∆T ))/w3 1 sin(w3 ∗∆T )/w3

0 −sin(w3 ∗∆T ) 0 cos(w3 ∗∆T )

 (4.34c)

Where, ∆T is the sampling interval. The measurement matrix (H) is given by

H =
[
1 0 0 0
0 0 1 0

]
(4.35)

The measurement noise covariance matrix (R) is represented as

R =

[
σ2
x 0

0 σ2
y

]
(4.36)

where, σx and σy are standard deviations of measurement noise in x and y directions

respectively. These standard deviations are modeled as the Gaussian distribution with

zero mean.

The process noise covariance matrix (Q) is given by

Q = a2.∆T

∆T 3/3 ∆T 2/2 0 0
∆T 2/2 ∆T 0 0

0 0 ∆T 3/3 ∆T 2/2
0 0 ∆T 2/2 ∆T

 (4.37)

where, a is acceleration and briefly about process noise covariance matrix is de-
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scribed in (Aziz, 2007; Bar-Shalom et al., 2004).

The population size in PSO is taken as 25 and the learning constants are selected

as C1 = C2 = 1.46. The population size in GA is chosen as 25. The crossover and

mutation percentage in GA are considered as 0.8 and 0.3 respectively. A Comparison is

made between JPDA with Mahalanobis distance, fuzzy clustering means, Fuzzy-PSO

and Fuzzy-GA data associations for the following four cases. All the data association

algorithms are compared in terms of position and velocity root mean square value (Table

4.2 & Table 4.3). The results are validated for 100 Monte Carlo runs.

4.5.1 Linear crossing targets

In this case, two crossing linear targets are considered. The initial positions of target-

1 and target-2 are (25000, 210) m and (5000,210) m respectively. Both travel with

a constant velocity of 50 m/s. The detection probability is assumed to be 1 and the

sampling interval is considered as 1 s. The standard deviation of noise covariance

matrix for target-1 is taken as σx1 = σy1 = 100m and while for target-2 is taken as

σx2 = σy2 = 105m. Figures 4.4, 4.5, 4.6 and 4.7 exhibits the estimates of target in

case of JPDA, FCM, Fuzzy-PSO and Fuzzy-GA data association techniques respec-

tively. Figures 4.8 and 4.9 shows the comparison of position and velocity RMSE for

different jammer power levels against different data association techniques. Also, Fig-

ures 4.8 and 4.9 clearly depicts that there is an increase in position and velocity RMSE

values with increase in jammer power levels. Both these RMSE values for Fuzzy-

GA is less when compared to other data association techniques. Further, in this case,

the average position RMSE for target-1 with Fuzzy-GA approach is 49.13%, 39.30%

and 21.85% less when compared to JPDA, FCM and Fuzzy-PSO techniques respec-

tively. Besides that, the average position RMSE for target-2 with Fuzzy-GA approach

is 45.71%, 32.33% and 7.976% less, when compared to JPDA, FCM, and Fuzzy-PSO

techniques respectively. In addition, The average velocity RMSE for target-1 with

Fuzzy-GA approach is 36.79%, 34.47% and 27.62% less when compared to JPDA,

FCM, and Fuzzy-PSO techniques respectively. Whereas, the average velocity RMSE
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Figure 4.4: True and estimated trajectory by using JPDA
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Figure 4.5: True and estimated trajectory by using fuzzy data association

for target-2 with Fuzzy-GA approach is 4.58%, 16.24% and 7.14% less when com-

pared to JPDA, FCM, and Fuzzy-PSO techniques respectively. Therefore, these results

indicate that Fuzzy-GA based hybrid data association approach is performing better in

terms of both position and velocity RMSE values.

4.5.2 Parallel targets

In this scenario, The target-1 position, velocity and sampling interval taken as in Sub-

section 4.5.1, the only change, in this case, is target-2 initial position is (3000,210) m.
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Figure 4.6: True and estimated trajectory by using Fuzzy-PSO
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Figure 4.7: True and estimated trajectory by using Fuzzy-GA
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Figure 4.9: Comparison performance of velocity RMSE of two crossing targets T1 −→
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Figure 4.10: True and estimated trajectory by using JPDA

The standard deviation of noise covariance matrix for target-1 is taken as σx1 = σy1 =

100m and while for target-2 is taken as σx2 = σy2 = 105m. Figures 4.10, 4.11, 4.12 and

4.13 exhibits the estimates of target in case of JPDA, FCM, Fuzzy-PSO and Fuzzy-GA

data association techniques respectively. Figures 4.14 and 4.15 shows the comparison

of position and velocity RMSE for different jammer power levels against different data

association techniques. Figures 4.14 and 4.15 clearly depicts that if the jammer power

is increased, then there will also be an increase in position and velocity RMSE values.

Both the RMSE values for Fuzzy-GA is less when compared to other data association

techniques. For parallel targets, the average position RMSE for target-1 with Fuzzy-

GA approach is 27.91%, 19.07% and 7.062% less when compared to JPDA, FCM and

Fuzzy-PSO techniques respectively. Whereas, the average position RMSE for target-2

with Fuzzy-GA approach is 27.05%, 12.46% and 6.59% less when compared to JPDA,

FCM, and Fuzzy-PSO techniques respectively. The average velocity RMSE for target-1

with Fuzzy-GA approach is 61.47%, 35.61% and 4.93% less when compared to JPDA,

FCM and Fuzzy-PSO techniques respectively. Whereas, the average velocity RMSE for

target-2 with Fuzzy-GA approach is 58.99%, 51.71% and 9.12% less when compared

to JPDA, FCM, and Fuzzy-PSO techniques respectively.
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Figure 4.11: True and estimated trajectory by using fuzzy data association
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Figure 4.12: True and estimated trajectory by using Fuzzy-PSO
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Figure 4.13: True and estimated trajectory by using Fuzzy-GA
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4.5.3 Maneuvering and linear crossing targets

A linear and a maneuvering crossing targets are considered for the case-3 study. Bench-

mark trajectory-2 (Kirubarajan et al., 1998) in two dimensions is considered as maneu-

vering target. The second target moves in linear trajectory with a velocity of 70 m/s.

Both the trajectories are simulated for 150s. The standard deviation of noise covariance

matrix for both the targets is taken as σx1 = σy1 = σx2 = σy2 = 0.1m. Figures 4.16,

4.17, 4.18 and 4.19 exhibits the estimates of target in case of JPDA, FCM, Fuzzy-PSO

and Fuzzy-GA data association techniques. Figures 4.20 and 4.21 shows the compari-

son of position and velocity RMSE for different jammer power levels against different

data association techniques. Figures 4.20 and 4.21 clearly depicts that if the jammer

power is increased, then there will also be an increase in position and velocity RMSE

values. Both the RMSE values for Fuzzy-GA is less when compared to other data

association techniques. For case-3, the average position RMSE for target-1 with Fuzzy-

GA approach is 0.15%, 1.20% and 2.66% less when compared to JPDA, FCM and

Fuzzy-PSO techniques respectively. Whereas, the average position RMSE for target-

2 with Fuzzy-GA approach is 2.02%, 1.37% and 0.97% less when compared to JPDA,

FCM, and Fuzzy-PSO techniques respectively. The average velocity RMSE for target-1

with Fuzzy-GA approach is 3.71%, 0.904% and 2.457% less when compared to JPDA,

FCM and Fuzzy-PSO techniques respectively. Whereas, the average velocity RMSE

for target-2 with Fuzzy-GA approach is 1.53%, 0.86% and -2.32% less when compared

to JPDA, FCM, and Fuzzy-PSO techniques respectively.

4.5.4 Maneuvering crossing targets

Two maneuvering crossing target trajectories are taken for case-4 study. Benchmark

trajectory-2 in two dimensions is considered as one of the maneuvering target trajec-

tories. The second trajectory is a random trajectory with 3g and −3g turn. Both the

trajectories are simulated up to 150s. The standard deviation of noise covariance matrix

for both the targets is taken as σx1 = σy1 = σx2 = σy2 = 3.162m. Figures 4.22, 4.23,
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Figure 4.16: True and estimated trajectory by using JPDA
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Figure 4.17: True and estimated trajectory by using fuzzy data association
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Figure 4.18: True and estimated trajectory by using Fuzzy-PSO data association
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Figure 4.19: True and estimated trajectory by using Fuzzy-GA data association
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Figure 4.21: Comparison performance of Velocity RMSE of two targets T1 −→
Target− 1, T2 −→ Target− 2

4.24 and 4.25 exhibits the estimates of target in case of JPDA, FCM, Fuzzy-PSO and

Fuzzy-GA data association techniques. Figures 4.26 and 4.27 shows the comparison

of position and velocity RMSE for different jammer power levels against different data

association techniques. Figures 4.26 and 4.27 clearly depicts that if the jammer power

is increased, then there will also be an increase in position and velocity RMSE values.

Both the RMSE values for Fuzzy-GA is less when compared to other data association

techniques. For maneuvering crossing targets, the average position RMSE for target-1

with Fuzzy-GA approach is 1.30%, 0.88% and 0.44% less when compared to JPDA,

FCM and Fuzzy-PSO techniques respectively. Whereas, the average position RMSE

for target-2 with Fuzzy-GA approach is 1.57%, 0.82% and 0.55% less when compared

to JPDA, FCM, and Fuzzy-PSO techniques respectively. The average velocity RMSE

for target-1 with Fuzzy-GA approach is 6.34%, 4.22% and 1.488% less when compared

to JPDA, FCM and Fuzzy-PSO techniques respectively. Whereas, the average velocity

RMSE for target-2 with Fuzzy-GA approach is 4.26%, 3.45% and 1.76% less when

compared to JPDA, FCM, and Fuzzy-PSO techniques respectively.

It is evident from the experimental results from all the four cases that proposed

methods Fuzzy-GA and Fuzzy-PSO provides improved association, position RMSE,

and velocity RMSE compared to all other existing methods. However, the computa-

tional complexity of the proposed methods are higher when compared with FCM, but
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Figure 4.22: True and estimated trajectory by using JPDA

x-coordinate (m) ×104

2.8 3 3.2 3.4 3.6 3.8 4 4.2 4.4 4.6 4.8

y-
co

o
rd

in
at

e 
(m

)

×104

-4.6

-4.5

-4.4

-4.3

-4.2

-4.1

-4

-3.9

-3.8

-3.7

-3.6
Trakcking targets using Fuzzy data association

Estimated trajectory-1
Estimated trajectory-2
True trajectory-1
True trajectory-2

Figure 4.23: True and estimated trajectory by using fuzzy data association
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Figure 4.24: True and estimated trajectory by using Fuzzy-PSO data association
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Figure 4.25: True and estimated trajectory by using Fuzzy-GA data association
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Figure 4.27: Comparison performance of Velocity RMSE of two targets T1 −→
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provides enhanced performance when compared to JPDA.

Further, it is observed from Figure 4.17 (for case 3) FCM method is falling into

local minima, thus increasing the association error, resulting to large mismatch between

the actual and estimated track. On the other hand, it is apparent from Figures 4.18

and 4.19 (for case 3) the proposed methods provides superior performance in terms of

association, thus resulting in accurate track performance. Therefore, proposed methods

demonstrate enhanced track performance with reasonable computational requirements.

One can carry out future research work in multiple target tracking by deploying mul-

tiobjective evolutionary computing techniques such as multi-objective particle swarm

optimization (MOPSO), nondominated sorting genetic algorithm II (NSGA-II), etc. to

simultaneously optimize track performance and computational complexity. Further-

more, the current research study is carried out by using fixed linear frequency modu-

lated (LFM) waveform. Future researchers can carry out further work by using adaptive

waveform selection, waveform agile sensing, adaptive pulse compression, etc. to im-

prove the performance in the presence of ECM.

Besides that, current investigations ignored closely spaced targets and unresolved

targets. Hence, one can carry out further research in this domain. Moreover, our study

is focused on stand-off jammer (SOJ), clutter and false alarms (FA) but not consid-
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ered multipath into account and one can incorporate other jamming scenarios like self-

screening jammer (SSJ), range gate pull-off (RGPO), velocity gate pull-off (VGPO) etc.

and carry out future work in this direction. In addition, a future research work can be

carried out by using space-time adaptive processing (STAP) approach using multi-input

and multi-output (MIMO) radar and multi-static radar scenarios.

4.5.5 Computational complexity

The time taken for execution by four data association approaches for four different case

studies is depicted in Table 4.1. Programs were run on Dell Optiplex 9020 with Intel(R)

Core(TM) i7-4790 CPU @ 3.60 GHz, 8 GB RAM and 100 Monte Carlo runs. It is clear

from Table 4.1 values that as the jamming power increases from 10 dBm to 50 dBm,

the run time also increases for all the four data association techniques. This is due to

increase in the number of observations for the association. FCM has less execution

time and Fuzzy-PSO has higher computational time. Fuzzy-GA has less execution

time when compared to Fuzzy-PSO. In JPDA, probability association matrices have to

be generated according to validation matrix. But in FCM, only clustering approach is

applied to obtain partition matrix. So, the execution time in FCM is less when compared

to JPDA.

A group of chromosomes or particles are considered in proposed hybrid data as-

sociation approach so that every possibility is checked and care is taken not to allow

the cluster centers to fall in local minima. In Fuzzy-PSO, position and velocity have

to be updated for each particle in the swarm and the fitness evaluation is performed. A

number of addition and multiplication operations has to be executed for updating po-

sition and velocity. But, in Fuzzy-GA, some interchanging of values and additions are

implemented which offers it to take less time when compared to Fuzzy-PSO. Fuzzy-

GA consumes average time 5.19s, 22.11s more than JPDA and FCM respectively. But,

Fuzzy-GA data association has its own advantages of robustness and efficiency in terms

of tracking performance. Next chapter explores two fuzzy based methods to reduce the

computational complexity of the existing techniques.
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Table 4.1: Comparison of execution time in seconds
Sl.no Jammer Power JPDA FCM Fuzzy-PSO Fuzzy-GA

Case-I: Linear crossing targets
1 10dBm 1.440 0.193 4.824 4.361
2 20dBm 0.846 0.178 4.363 4.081
3 30dBm 0.530 0.179 4.368 4.169
4 40dBm 0.538 0.136 4.40 4.253
5 50dBm 0.566 0.150 4.508 4.315

Case-II: Parallel targets
6 10dBm 0.622 0.149 4.330 4.059
7 20dBm 0.905 0.142 4.335 4.078
8 30dBm 0.867 0.150 4.335 4.082
9 40dBm 0.906 0.150 4.338 4.084

10 50dBm 1.016 0.152 4.378 4.085
Case-III: Maneuvering and linear crossing targets

11 10dBm 31.743 7.742 165.67 163.2
12 20dBm 31.936 7.967 165.89 164.32
13 30dBm 32.517 8.71 168.35 167.19
14 40dBm 33.945 9.316 169.124 168.319
15 50dBm 34.654 10.429 169.87 168.214

Case-IV: Maneuvering crossing targets
16 10dBm 21.731 5.198 108.99 107
17 20dBm 22.543 6.788 109.874 107.945
18 30dBm 23.945 6.978 110.427 108.935
19 40dBm 24.351 7.329 110.934 109.721
20 50dBm 25.698 7.842 111.317 110.112

79



Ta
bl

e
4.

2:
Pe

rf
or

m
an

ce
co

m
pa

ri
so

n
in

th
e

pr
es

en
ce

of
st

an
d

of
fj

am
m

in
g,

cl
ut

te
ra

nd
fa

ls
e

al
ar

m
s

Sl
.n

o
Ja

m
m

er
po

w
er

Pe
rf

or
m

an
ce

m
ea

su
re

JP
D

A
FC

M
Fu

zz
y-

PS
O

Fu
zz

y-
G

A

(d
B

m
)

Ta
rg

et
-1

Ta
rg

et
-2

Ta
rg

et
-1

Ta
rg

et
-2

Ta
rg

et
-1

Ta
rg

et
-2

Ta
rg

et
-1

Ta
rg

et
-2

C
as

e
1:

L
in

ea
r

cr
os

si
ng

Ta
rg

et
s

1
10

Po
s.

R
M

SE
(m

/s
)

23
.9

69
26

.9
92

16
.6

47
19

.2
89

14
.9

52
14

.2
41

12
.0

16
8.

16
4

2
V

el
.R

M
SE

(m
/s

2
)

4.
78

4
4.

55
7

3.
62

1
3.

43
3

3.
34

5
3.

14
9

2.
47

7
2.

08
4

3
20

Po
s.

R
M

SE
(m

/s
)

28
.6

69
24

.3
03

23
.3

27
21

.5
83

18
.8

28
17

.9
12

13
.4

68
17

.5
67

4
V

el
.R

M
SE

(m
/s

2
)

4.
75

6
4.

23
2

4.
90

6
4.

09
2

4.
37

4
4.

00
0

3.
09

3
4.

10
9

5
30

Po
s.

R
M

SE
(m

/s
)

30
.9

73
30

.0
37

26
.5

74
21

.3
21

21
.3

06
15

.3
73

18
.3

95
19

.3
96

6
V

el
.R

M
SE

(m
/s

2
)

5.
69

7
5.

46
5

5.
28

9
3.

95
9

5.
34

6
3.

87
5

4.
05

7
4.

60
1

7
40

Po
s.

R
M

SE
(m

/s
)

31
.0

35
29

.4
90

26
.9

98
25

.7
23

22
.9

72
22

.6
81

15
.1

15
17

.8
55

8
V

el
.R

M
SE

(m
/s

2
)

5.
89

2
5.

24
3

6.
18

0
5.

36
5

5.
16

3
5.

37
7

3.
35

2
4.

05
4

9
50

Po
s.

R
M

SE
(m

/s
)

32
.3

08
34

.6
21

29
.6

15
31

.9
56

22
.8

69
17

.9
30

15
.7

88
18

.1
23

10
V

el
.R

M
SE

(m
/s

2
)

5.
87

4
6.

47
3

6.
05

2
6.

51
3

5.
35

5
4.

67
3

4.
08

6
4.

71
8

C
as

e
2:

Pa
ra

lle
lT

ar
ge

ts
11

10
Po

s.
R

M
SE

(m
/s

)
7.

77
0

7.
86

0
6.

61
0

6.
01

4
5.

76
7

5.
98

8
5.

33
2

5.
35

5
12

V
el

.R
M

SE
(m
/s

2
)

0.
97

3
0.

96
4

0.
47

8
0.

41
2

0.
37

1
0.

48
1

0.
28

5
0.

27
1

13
20

Po
s.

R
M

SE
(m

/s
)

8.
33

3
7.

35
1

7.
08

6
6.

82
1

6.
25

3
5.

92
7

5.
68

1
5.

69
8

14
V

el
.R

M
SE

(m
/s

2
)

1.
22

1
0.

66
4

0.
71

4
0.

49
2

0.
42

2
0.

24
7

0.
42

6
0.

33
4

15
30

Po
s.

R
M

SE
(m

/s
)

8.
10

7
8.

36
1

7.
30

9
7.

79
4

6.
58

1
6.

99
4

5.
73

6
6.

00
6

16
V

el
.R

M
SE

(m
/s

2
)

1.
01

9
1.

06
2

0.
59

0
0.

72
7

0.
50

7
0.

61
9

0.
35

6
0.

37
1

17
40

Po
s.

R
M

SE
(m

/s
)

8.
62

2
8.

90
6

7.
78

3
7.

22
1

6.
82

2
7.

20
6

6.
64

4
6.

86
3

18
V

el
.R

M
SE

(m
/s

2
)

1.
16

4
1.

18
2

0.
69

7
0.

58
7

0.
52

1
0.

67
3

0.
58

1
0.

58
4

19
50

Po
s.

R
M

SE
(m

/s
)

9.
06

3
10

.7
07

8.
53

4
8.

13
8

7.
07

2
7.

61
1

6.
80

8
7.

59
9

20
V

el
.R

M
SE

(m
/s

2
)

1.
37

7
1.

71
3

0.
96

3
0.

81
7

0.
51

3
0.

50
0

0.
57

1
0.

73
2

80



Ta
bl

e
4.

3:
Pe

rf
or

m
an

ce
co

m
pa

ri
so

n
in

th
e

pr
es

en
ce

of
st

an
d

of
fj

am
m

in
g,

cl
ut

te
ra

nd
fa

ls
e

al
ar

m
s

Sl
.n

o
Ja

m
m

er
po

w
er

Pe
rf

or
m

an
ce

m
ea

su
re

JP
D

A
FC

M
Fu

zz
y-

PS
O

Fu
zz

y-
G

A

(d
B

m
)

Ta
rg

et
-1

Ta
rg

et
-2

Ta
rg

et
-1

Ta
rg

et
-2

Ta
rg

et
-1

Ta
rg

et
-2

Ta
rg

et
-1

Ta
rg

et
-2

C
as

e
3:

M
an

eu
ve

ri
ng

an
d

lin
ea

r
cr

os
si

ng
ta

rg
et

s
1

10
Po

s.
R

M
SE

(m
/s

)
11

3.
10

3
13

4.
94

7
11

1.
20

5
13

3.
82

7
11

0.
52

4
13

2.
47

1
10

9.
79

1
13

1.
36

9
2

V
el

.R
M

SE
(m
/s

2
)

12
0.

52
1

15
9.

46
3

11
9.

37
6

15
7.

52
8

13
1.

23
9

15
6.

43
1

11
8.

93
1

15
6.

42
6

3
20

Po
s.

R
M

SE
(m

/s
)

10
5.

20
6

13
5.

39
8

11
4.

19
5

13
4.

17
6

11
3.

31
6

13
3.

72
5

11
2.

61
2

13
1.

78
1

4
V

el
.R

M
SE

(m
/s

2
)

12
0.

72
6

15
9.

78
1

11
9.

79
15

8.
31

11
9.

32
1

15
8.

18
11

8.
98

7
15

7.
32

5
30

Po
s.

R
M

SE
(m

/s
)

11
6.

34
5

13
8.

31
2

11
6.

28
1

13
7.

15
1

12
8.

51
7

13
6.

98
3

11
5.

31
5

13
5.

79
1

6
V

el
.R

M
SE

(m
/s

2
)

13
1.

51
4

16
0.

92
5

12
1.

32
1

16
0.

63
7

12
0.

73
1

13
8.

31
2

11
9.

95
1

15
8.

41
6

7
40

Po
s.

R
M

SE
(m

/s
)

11
8.

41
6

13
9.

61
5

11
7.

91
4

13
9.

31
2

11
6.

71
2

13
8.

81
6

11
6.

31
9

13
7.

61
5

8
V

el
.R

M
SE

(m
/s

2
)

12
6.

31
7

16
1.

41
7

12
1.

93
3

16
0.

71
8

12
0.

85
6

16
0.

11
2

12
0.

33
7

15
9.

83
7

9
50

Po
s.

R
M

SE
(m

/s
)

11
9.

42
8

14
0.

51
3

11
8.

97
6

13
9.

81
8

11
8.

21
6

13
9.

49
1

11
7.

57
8

13
8.

31
7

10
V

el
.R

M
SE

(m
/s

2
)

12
3.

41
4

16
3.

58
12

2.
41

3
16

2.
51

7
12

2.
31

4
16

1.
78

3
12

1.
15

7
16

0.
81

4
C

as
e

4:
M

an
eu

ve
ri

ng
cr

os
si

ng
ta

rg
et

s
11

10
Po

s.
R

M
SE

(m
/s

)
13

7.
55

9
15

6.
90

5
13

6.
34

15
5.

73
1

13
6.

15
15

5.
46

5
13

5.
41

7
15

4.
37

9
12

V
el

.R
M

SE
(m
/s

2
)

10
3.

52
8

12
5.

02
8

10
2.

48
4

12
4.

58
99

.3
16

12
0.

76
8

98
.5

76
12

0.
28

4
13

20
Po

s.
R

M
SE

(m
/s

)
13

8.
43

1
15

6.
98

2
13

8.
21

8
15

5.
71

8
13

7.
45

7
15

5.
54

8
13

6.
95

1
15

4.
73

1
14

V
el

.R
M

SE
(m
/s

2
)

10
7.

92
4

12
9.

91
2

10
6.

19
6

12
8.

87
2

10
1.

53
6

12
6.

99
2

10
0.

06
4

12
4.

52
8

15
30

Po
s.

R
M

SE
(m

/s
)

13
8.

94
3

15
7.

78
1

13
8.

79
3

15
6.

37
4

13
8.

49
15

6.
01

6
13

7.
93

8
15

5.
74

3
16

V
el

.R
M

SE
(m
/s

2
)

10
9.

31
2

13
5.

04
8

10
7.

85
6

13
4.

04
8

10
3.

77
2

13
1.

12
4

10
1.

96
4

12
8.

7
17

40
Po

s.
R

M
SE

(m
/s

)
14

0.
25

9
15

8.
54

1
13

9.
64

3
15

7.
62

3
13

8.
64

1
15

6.
57

9
13

8.
06

9
15

5.
35

1
18

V
el

.R
M

SE
(m
/s

2
)

11
3.

92
1

13
9.

16
4

11
0.

56
13

7.
44

4
10

8.
12

13
5.

76
10

7.
68

13
3.

16
19

50
Po

s.
R

M
SE

(m
/s

)
14

2.
62

1
15

9.
79

4
14

1.
86

2
15

8.
54

1
14

1.
02

1
15

8.
32

1
14

0.
32

1
15

7.
37

20
V

el
.R

M
SE

(m
/s

2
)

11
8.

59
6

14
1.

26
11

3.
92

13
9.

84
11

3.
24

13
8.

68
10

9.
88

13
5.

12

81



4.6 Conclusion

Two novel hybrid data association techniques (Fuzzy-GA and Fuzzy-PSO) have been

demonstrated for tracking multiple targets in the presence of ECM , clutter, and false

alarms. Data association matrix has been computed by using Fuzzy-GA and Fuzzy-

PSO algorithms between all target tracks and validated measurements for four different

cases. The probability data association matrix in JPDA is replaced by optimized fuzzy

correlation matrix. The next state of the target is predicted by applying optimized fuzzy

correlation matrix, which is evaluated based on proposed Fuzzy-GA and Fuzzy-PSO ap-

proaches. Further, a comprehensive research study is carried out with four data associa-

tion techniques (JPDA, FCM, Fuzzy-PSO, and Fuzzy-GA) for four different cases. It is

evident from the simulation results that Fuzzy-GA data association technique provides

improved performance compared to all other methods in terms of position and velocity

RMSE values (38.69% and 33.19 % average improvement for target-1; 31.17% and 9.68

% average improvement for target-2) respectively for crossing linear targets case. But,

FCM technique gives superior performance in terms of execution time (94.88% less

average execution time) in comparison with other three techniques(JPDA, Fuzzy-GA,

and Fuzzy-PSO) despite having a local minima problem. Thus concludes two novel

soft and evolutionary computing based hybrid data association techniques for tracking

multiple targets in the presence of strong interference.
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CHAPTER 5

FUZZY BASED DATA ASSOCIATION APPROACHES

FOR TRACKING MULTIPLE TARGETS IN THE

PRESENCE OF ECM

5.1 Introduction

The previous chapter presented soft and evolutionary computation based techniques

to overcome local minima problem in fuzzy clustering means based approach. This

chapter addresses multi target tracking problem using two novel fuzzy data association

techniques. The aim of this chapter is to decrease the computational complexity by re-

taining comparable performance in terms of RMSE compared to association techniques

that are discussed in chapter 4. These data association approaches are based on rough

fuzzy and all neighbor fuzzy relational (ANFR) clustering techniques. Further, the data

association matrix is evaluated for all tracks using validated measurements obtained by

phased array radar for four different cases by applying five data association methods

(JPDA, FCM, Fuzzy-GA, Rough-Fuzzy and ANFR). The literature survey related to

these fuzzy based data association techniques have been presented in section 4.2. The

following subsections gives detailed explanation of these data association approaches.

5.2 Proposed data association techniques

This subsection briefly explains about the proposed novel data association approaches

rough fuzzy and all neighbor fuzzy relational (ANFR). The two main steps involved in

the proposed methods are given below:

i. Calculating posterior possibility weights.



ii. Updating the predicted state and covariance matrix.

5.2.1 Rough fuzzy data association

The computing of posterior possibility weights based on Rough fuzzy clustering means

algorithm is briefly described below.

Let NT be the number of multiple targets that intended at each scan in the presence

of ECM, clutter, and false alarms. The number of measurements obtained from radar

at each scan be N . Out of these N measurements only NV number of measurements

are validated by using validation gate criterion (Bar-Shalom, 1990; Aziz, 2014). These

validated measurements have a high probability to be considered as true measurements,

and the remaining measurements are occurred due to interference. Then, the validation

matrix between targets (NT ) and validated measurements (NV ) is defined as

ω = ωqr; q = 1, 2, . . . , NT ; r = 0, 1, . . . , NV (5.1)

and

ωqr =

1, If rth measurement lies in the gate of qthtarget

0, Otherwise

Index r=0 represents that at-least a single measurement is not valid. The distance

between rth validated measurement and qth target is calculated as

(dqr)2 = z̃qr
′
(Sq)−1z̃qr (5.2)

Where, z̃qr = zr − ẑq represents the difference between observed and predicted

measurements.

Using the rules described in (Aziz, 2013, 2014), the distance matrix between rth

measurement and qth target is determined by gate probability (PG), distance, detection

probability (PD) and clutter density (λ).
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δqr =


PGPDλ

nq−1(dqr)2; if ωqr = 1; q = 1, . . . , NT ;

r = 1, 2, . . . , NV

(1− PGPD)λnq if ωqr = 0; r = 0; q = 1, 2, . . . , NT

(5.3)

and the partition matrix is given as

µqr = δqr = (1− PDPG)λnq , q = 1, 2, . . . , NT , r = 0 (5.4)

and follows below rules

µqr ∈ [0, 1] ; 1 ≤ q ≤ NT , 1 ≤ r ≤ NV (5.5a)

NT∑
q=1

µqr = 1;∀r 6= 0 (5.5b)

0 ≤
NV∑
r=1

µqr ≤ NT ; q = 1, 2, 3, . . . NT (5.5c)

The distribution of partition matrix in rough fuzzy clustering becomes more appro-

priate due to upper and lower approximations in the rough set. Let V q be the centroid

and αq be the threshold value for qth target and obeys the following set of rules. Then

the lower approximation is given as

Rq = {Zi,g|Zi,g ∈ q} (5.6a)

and the upper approximation is defined as

Rq = {Zi,g| ‖Zi,g − vq‖ ≤ αq;αq > 0} (5.6b)

Where i = 1, 2, . . . , NV and q = 1, 2, . . . , NT . Then,

i. If Zi,g ∈ Rq, then ∀l ∈ {1, 2, . . . , NT}, l 6= q, Zi,g ∈ Rq, Zi,g /∈ Rl .
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ii. If Zi,g ∈ Rq, then at least l ∈ {1, 2, 3, . . . , NT}, and Zi,g ∈ Rl

The upper approximation limit αq defines the border for all possibilities of mea-

surements that belong to a particular target. If the distance between the cluster and

measurement is more than the threshold for a particular target, then that measurement

belongs to other targets.

Based on the above rules of rough sets, the objective function that has to be mini-

mized to obtain possibility weight matrix (µqr and r 6= 0) is given as

Jp =

NV∑
r=1

NT∑
q=1

(µqr)pδqr; q = 1, 2, . . . , NT ; r = 1, 2, . . . , NV (5.7)

and the constraint conditions are

µqr ∈ [0, 1] (5.8a)

0 ≤
NV∑
r=1

µqr ≤ NT (5.8b)

and
NT∑

q=1;Zi,g∈Rq

µqr = 1 (5.8c)

Equation 5.7 can be minimized by using rough fuzzy clustering algorithm. The

possibility weights are calculated by using Equation 5.9.

µqr =
1∑NT

n=1;Zi,g∈Rq
( δ

qr

δnr
)2/(p−1)

(5.9)

Where, q = 1, 2, . . . , NT and r = 1, 2, . . . , NV .

The centroid is updated by using Equation 5.10

V q =

∑NV
r=1(µqr)mZr∑NV
r=1(µqr)m

(5.10)

If, δqr = ∞, then the corresponding possibility value µqr will be zero. The possi-

bility matrix is normalized, so that the contribution of all measurements for a particular
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target must be equal to 1. i.e,

NV∑
r=0

µqr = 1; q = 1, 2, . . . , NT (5.11)

The possibility matrix obtained from Equation 5.9 is the updated rough fuzzy data

association matrix relating validated observations and the number of targets present.

5.2.2 All neighbor fuzzy relational data association(ANFRDA)

The computing of posterior possibility weights is based on all neighbor fuzzy relational

clustering 1 algorithm is briefly described below.

Let N be the number of observations received from radar. Nv be the number of

observations which are validated from all the N observations by using gating technique

(Blair et al., 1998). The validated observations have a high probability of belonging to

true observations. Consider the number of targets be Nt then the validation matrix is

defined as

Φ = Φjk j = 1, 2, . . . , Nt, k = 0, 1, 2, . . . , Nv (5.12)

and

Φjk =

1 If kth observation lies in the gate of jthtarget

0 Otherwise

Index k = 0 represents that no observation is valid. (djk)2 is the mahalanobis

distance which is calculated between jth target and kth observation and is given as

(djk)2 = z̃jk
′
(Sj)−1z̃jk (5.13)

1Basic code of fuzzy relational clustering is available at
www.mathworks.com/matlabcentral/fileexchange/47825-frecca-zip
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Based on rules described in Aziz (2014, 2013) distance matrix between jth target

and kth measurement is calculated by considering distance, gate probability (Pg), clutter

density (λ) and detection probability (Pd).

δjk =


λnj−1PgPd(d

jk)2 ifΦjk = 1; j = 1, . . . , Nt;

k = 1, 2, . . . , Nv

(λnj(1− pgpd)) k = 0; j = 1, 2, . . . , Nt

(5.14)

Pairwise similarity matrix is computed using the norm of the distance matrix.

Sjm = e−δ
jm/2σ2

, j = m = 1, 2, . . . , Nv (5.15)

A random partition matrix βjk where j = 1, 2, . . . , Nt and k = 1, 2, . . . , Nv is

considered and normalized to satisfy the below condition.

βjkε[0, 1]; 1 ≤ j ≤ Nt; 1 ≤ k ≤ Nv

and

0 ≤
Nv∑
k=1

βjk ≤ Nt, j = 1, 2, . . . , Nt

Equal prior value of each target is considered as

ψj =
1

Nt

; j = 1, 2, . . . , Nt (5.16)

The affinity weight matrix for a particular target j is calculated as

ωjmk = sjmk × β
j
m × β

j
k (5.17)

where j = 1, 2, . . . , Nt; k = m = 1, 2, . . . , Nv

The affinity matrix contains the contribution of both similarity matrix and partition

values. The rank for observations is evaluated for particular target and is given as
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TRj(m) = (1− ζ) + ζ

Nv∑
k=1

ωjkm
TRj

k∑Nv
l=1 ω

j
kl

(5.18)

ζ is the damping factor and value ranges between 0.8 to 0.9. Observation rank

determines how much the value of observation belongs to a particular target and it is

assigned as likelihood.

Λjk = TRjk (5.19)

j = 1, 2, . . . , Nt, k = 1, 2, . . . , Nv

The likelihood value is important to update the partition matrix and new partition

matrix depending on likelihood and prior value is given as

βjknew =
ψjΛjk∑Nt
j=1 ψ

jΛjk
(5.20)

j = 1, 2, . . . , Nt, k = 1, 2, . . . , Nv

The new prior of the target j is updated as

ψj =
1

Nv

Nv∑
k=1

βjk (5.21)

j = 1, 2, . . . , Nt, k = 1, 2, . . . , Nv

The partition matrix in Equation 5.20 is the new data association matrix between

valid measurements and the targets.

Partition matrix obtained by both the data association matrix is replaced in Equation

4.9 to further estimate the next state of the target. Updating of state and covariance

matrix of a tracking algorithm is briefly described in subsection 4.4.2.

5.3 Result and discussion

This section furnishes results and discussions obtained by considering four case stud-

ies (linear crossing targets, parallel targets, linear and non-linear crossing targets, and
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non-linear crossing targets) to evaluate the performance of the proposed hybrid data as-

sociation techniques. The results achieved in each case study are compared with exist-

ing techniques, such as JPDA, FCM and Fuzzy-GA. The entire details of environment,

target trajectories, state vector equations, radar specifications etc., that are required for

simulation is explained in detailed in subsection 4.5. The comparison of position and

velocity RMSE for different case studies with proposed data association techniques are

depicted in Tables 5.2 and 5.3 respectively.

5.3.1 Linear crossing targets

Two linear crossing targets traveling with constant velocity of 50 m/sec are consid-

ered with initial positions (25000,201)m and (5000,201)m. The targets are simulated

for 50s duration with a sampling interval of 1s. The result of tracking linear crossing

target using RF-JPDA and ANFRDA is portrayed in Figure 5.1 and Figure 5.2 respec-

tively. Figures 5.3 and 5.4 shows the comparison of position and velocity RMSE for

different jammer power levels against different data association techniques. Also, Fig-

ures 5.3 and 5.4 clearly depict that there is an increase in position and velocity RMSE

values with increase in jammer power levels. In this case, initialization is done very

near to measurement value, hence the tracking error is insignificant at initial points.

The average position RMSE for target-1 with ANFR based data association approach is

47.35%, 37.18%, and 0.611% less when compared to conventional JPDA, Fuzzy-JPDA,

and Rough-Fuzzy data association techniques respectively. Whereas, The average po-

sition RMSE for target-2 with ANFR based data association approach is 35.629% and

21.434% less when compared to conventional JPDA, Fuzzy-JPDA based approaches

respectively. However, average position RMSE for target-2 with ANFR based data as-

sociation approach is 15.434%, 2.845% more when compared to Fuzzy-GA and Rough-

Fuzzy based data association approaches. Similarly, the average velocity for target-1

with ANFR based data association approach is 20.42% and 17.502% less when com-

pared to conventional JPDA and Fuzzy-JPDA respectively. But, the RMSE velocity of

target-1 obtained with ANFR based data association is 25.924% and 6.502% more when
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Figure 5.1: Tracking linear crossing targets using RF-JPDA technique

compared to Fuzzy-GA and Rough-Fuzzy based approaches respectively. Further, the

velocity RMSE of target-2 with ANFR based data association is 9.177%, 30.358%, and

7.407% more when compared to conventional Fuzzy-JPDA, Fuzzy-GA, and Rough-

Fuzzy data association approaches respectively. These results show that the proposed

ANFR and Rough-Fuzzy based data association technique is comparable with Fuzzy-

GA based data association approach.

5.3.2 Parallel targets

Two parallel targets are examined for case study-2. The initial position of the target-

1 is at (2550, 260)m and target-2 is at (3050, 260)m. The trajectory is simulated for

50s duration with a sampling interval of 1s. The detection probability is taken as 0.95.

RF-JPDA and ANFRDA are used for tracking the parallel targets and the results are

depicted in Figure 5.5 and Figure 5.6 respectively. Figures 5.7 and 5.8 exhibits the

comparison of position and velocity RMSE for different stand-off-jammer power lev-

els with different data association techniques. Both Figures 5.7 and 5.8 clearly illus-

trates that position and velocity RMSE values increase with the increase in jammer

power levels. The average position RMSE for target-1 with ANFR based data asso-
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Figure 5.2: Tracking linear crossing targets using ANFRDA technique
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Figure 5.4: Comparison performance of velocity RMSE of two crossing targets T1 −→
Target− 1, T2 −→ Target− 2

ciation approach is 24.146%, 14.851%, and 4.234% less when compared to conven-

tional JPDA, Fuzzy-JPDA, and Rough-Fuzzy data association techniques respectively.

Whereas, The average position RMSE for target-2 with ANFR based data association

approach is 17.251% and 0.703% less when compared to conventional JPDA, Fuzzy-

JPDA based approaches respectively. However, average position RMSE for target-2

with ANFR based data association approach is 13.368%, 6.557% more when compared

to Fuzzy-GA and Rough-Fuzzy based data association approaches. Similarly, the aver-

age velocity for target-1 with ANFR based data association approach is 47.775% and

12.696% less when compared to conventional JPDA and Fuzzy-JPDA respectively. But,

the RMSE velocity of target-1 obtained with ANFR based data association is 35.421%

and 21.120% more when compared to Fuzzy-GA and Rough-Fuzzy based approaches

respectively. Further, the velocity RMSE of target-2 with ANFR based data association

is 48.995%, 97.294%, and 51.541% more when compared to Fuzzy-JPDA, Fuzzy-GA

and Rough-Fuzzy data association approaches respectively. These results show that the

proposed ANFR and Rough-Fuzzy based data association technique is comparable with

Fuzzy-GA based data association approach.

93



x/m
2500 3000 3500 4000 4500 5000 5500 6000

y/
m

0

500

1000

1500

2000

2500

3000

Tracking of parallel targets using proposed data association

Original track-1
Original track-2
Estimated track-1
Estimated track-2

Figure 5.5: Tracking of parallel targets using RF-JPDA technique

X-coordiate (m)
2500 3000 3500 4000 4500 5000 5500 6000

Y
-C

o
o

rd
in

at
e 

(m
)

0

500

1000

1500

2000

2500

3000

Parallel Targets

Original trajectory-1
Original trajectory-2
Estimated trajectory-1
Estimated trajectory-2
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5.3.3 Maneuvering and linear crossing targets

In this scenario, two targets (one linear and the other maneuvering bench mark trajec-

tory (Kirubarajan et al., 1998)) are considered. Both trajectories are simulated for 150s

with a sample period of 0.46s. The result of tracking maneuvering and linear crossing

targets for both RF-JPDA and ANFDA are portrayed in Figures 5.9 and 5.10 respec-

tively. Figures 5.11 and 5.12 exhibits the comparison of position and velocity RMSE

for different stand-off-jammer power levels with different data association techniques.

Both Figures 5.11 and 5.12 clearly illustrates that position and velocity RMSE values

increase with the increase in jammer power levels. The average position RMSE for

target-1 with ANFR based data association approach is 17.264% and 0.076% less when

compared to Fuzzy-JPDA, and Rough-Fuzzy data association techniques respectively.

Whereas, The average position RMSE for target-2 with ANFR based data association

approach is 1.247% and 1.123% less when compared to conventional JPDA, Fuzzy-

JPDA based approaches respectively. However, average position RMSE for target-2

with ANFR based data association approach is 0.788%, 0.447% more when compared

to Fuzzy-GA and Rough-Fuzzy based data association approaches. Similarly, the av-

erage velocity for target-1 with ANFR based data association approach is 0.098% and

3.9641% less when compared to conventional JPDA and Fuzzy-JPDA respectively. But,

the RMSE velocity of target-1 obtained with ANFR based data association is 3.756%

and 3.231% more when compared to Fuzzy-GA and Rough-Fuzzy based approaches

respectively. Further, the velocity RMSE of target-2 with ANFR based data association

is 1.826%, 2.661%, 3.413% and 2.695% more when compared to conventional JPDA,

Fuzzy-JPDA, Fuzzy-GA and Rough-Fuzzy data association approaches respectively.

These results show that the proposed ANFR and Rough-Fuzzy based data association

technique is comparable with Fuzzy-GA based data association approach.
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5.3.4 Maneuvering crossing targets

This case deals with two maneuvering crossing targets. Benchmark trajectory in (Kirubara-

jan et al., 1998) is taken as target-1 and a random trajectory with +3g and −3g turns is

considered for target-2. Both the trajectories are simulated for 150 s with a sampling

period of 0.46 s. Figures 5.13 and 5.14 shows the tracking of maneuvering crossing tar-

gets with RF-JPDA and ANFRDA based approaches respectively. Figures 5.15 and 5.16

exhibits the comparison of position and velocity RMSE for different stand-off-jammer

power levels with different data association techniques. Both Figures 5.15 and 5.16

clearly illustrates that position and velocity RMSE values increase with the increase

in jammer power levels. The average position RMSE for target-1 with ANFR based

data association approach is 0.897% and 0.475% less when compared to conventional

, and Rough-Fuzzy data association techniques respectively. But, the average position

RMSE for target-1 with ANFR based data association approach is 0.414% and 0.098%

more when compared to Fuzzy-GA and RF-JPDA techniques respectively. Whereas,

The average position RMSE for target-2 with ANFR based data association approach

is 2.522% , 1.774%, 0.964% and 0.177% less when compared to conventional JPDA,

Fuzzy-JPDA, Fuzzy-GA and RF-JPDA based approaches respectively. Similarly, the

average velocity for target-1 with ANFR based data association approach is 4.832%,

7.163%, 11.889% and 3.585% more when compared to conventional JPDA, Fuzzy-

JPDA, Fuzzy-GA and RF-JPDA respectively. Further, the velocity RMSE of target-2

with ANFR based data association is 2.809%, 3.680%, 7.394% and 2.962% more when

compared to conventional JPDA, Fuzzy-JPDA, Fuzzy-GA and Rough-Fuzzy data as-

sociation approaches respectively. These results show that the proposed ANFR and

Rough-Fuzzy based data association technique is comparable with Fuzzy-GA based

data association approach.
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Table 5.1: Comparison of execution time in seconds
Sl.no Jammer Power JPDA FCM Fuzzy-GA Rough-Fuzzy ANFRDA

Case-I: Linear crossing targets
1 10dBm 1.440 0.193 4.361 0.058 0.312
2 20dBm 0.846 0.178 4.081 0.0625 0.385
3 30dBm 0.530 0.179 4.169 0.0648 0.391
4 40dBm 0.538 0.136 4.253 0.0654 0.397
5 50dBm 0.566 0.150 4.315 0.0693 0.402

Case-II: Parallel targets
6 10dBm 0.622 0.149 4.059 0.052 0.290
7 20dBm 0.905 0.142 4.078 0.0517 0.297
8 30dBm 0.867 0.150 4.082 0.0523 0.292
9 40dBm 0.906 0.150 4.084 0.0535 0.296

10 50dBm 1.016 0.152 4.085 0.0556 0.304
Case-III: Maneuvering and linear crossing targets

11 10dBm 31.743 7.742 163.2 0.7243 8.943
12 20dBm 31.936 7.967 164.32 0.7359 9.004
13 30dBm 32.517 8.71 167.19 0.7571 9.162
14 40dBm 33.945 9.316 168.319 0.8143 9.223
15 50dBm 34.654 10.429 168.214 0.8062 9.218

Case-IV: Maneuvering crossing targets
16 10dBm 21.731 5.198 107 0.6942 5.867
17 20dBm 22.543 6.788 107.945 0.6678 5.915
18 30dBm 23.945 6.978 108.935 0.7107 5.969
19 40dBm 24.351 7.329 109.721 0.7276 6.012
20 50dBm 25.698 7.842 110.112 0.7477 6.034
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5.3.5 Computational Complexity

The tracking of a target should be computationally efficient with the acceptable preci-

sion. The execution time of the proposed RF-JPDA and ANFRDA along with other data

association techniques with variations in jamming power is illustrated in Table 5.1. It

is clearly observable that the execution time for all the cases is increased with increase

in jamming level from 10dBm to 50dBm. The reason is due to raise in the number of

false alarms measurements. It is clear from Table 5.1 that the execution time for RF-

JPDA is less when compared to all other data association. In JPDA all the possibilities

are applied to compute the association matrix. While in Fuzzy-GA approach a number

of multiplication and addition operations along with fitness evaluation is performed for

all the chromosomes. Whereas, in ANFRDA each validated measurement is assigned

equal prior value and by performing expectation maximization operation the association

weights are calculated. But in FCM, only clustering mechanism is done besides that in

RF-JPDA, upper and lower boundary approximations are calculated and the uncertainty

of associating measurements is cleared at very first level and then clustering mechanism

is applied. So, the computational complexity is less for RF-JPDA. The average simula-

tion of RF-JPDA is increased by 89.05%, 60.07%, 97.75% and 89.85% when compared

to JPDA, FCM, Fuzzy-GA and ANFRDA respectively for all the case studies. The en-

tire simulation is carried out in Dell Optiplex 9020 with Intel(R) Core(TM) i7-4790

CPU 3.60 GHz, 8 GB RAM and 100 Monte-Carlo runs.

5.4 Conclusion

Two new rough fuzzy joint probabilistic data association filter (RF-JPDA) and all neigh-

bor fuzzy relational data association filter (ANFRDA) for multi-target tracking in the

presence of ECM has been proposed in this chapter. A through study is done by consid-

ering five jamming power levels with five data association approaches. The proposed

techniques are similar to conventional JPDA, in which the probability partition matrix

is replaced with the partition matrix obtained by the proposed algorithms . In RF-JPDA
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the association of uncertain measurements obtained from radar becomes a simple prob-

lem due to lower and upper approximation values in the rough set. Further, it reduces

the computational complexity. Simulation results show that the proposed approaches

has comparable performance in terms of position RMSE, velocity RMSE when com-

pared to Fuzzy-GA data association mechanism. It is also noticed that the over all

computational complexity of RF-JPDA is improved by 84.18% with other three data

association techniques (JPDA, FCM, Fuzzzy-GA and ANFRDA). The chapter-4 and

chapter-5 described about novel data association approaches for multiple target track-

ing in the presence of strong interference. The next chapter presents direction of arrival

estimation for closely spaced targets using Stockwell transform based MUSIC algo-

rithm in the presence of ECM.
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CHAPTER 6

DIRECTION OF ARRIVAL ESTIMATION FOR

CLOSELY SPACED TARGETS USING STOCKWELL

TRANSFORM BASED MUSIC ALGORITHM IN THE

PRESENCE OF ECM

6.1 Introduction

Till this chapter, tracking closely spaced targets have been ignored in the current re-

search investigation. This chapter proposes direction of arrival estimation for closely

spaced targets using Stockwell transform based MUSIC algorithm in the presence of

ECM. The direction of arrival (DOA) estimation algorithms possess numerous appli-

cations in the area of radar and sonar. One of the resilient tasks in DOA is estimating

angles of closely spaced targets. The multiple returns of the targets fall in a single res-

olution cell if the targets are closely spaced. In this scenario, sensor (radar/sonar) de-

termines the multiple targets as a single target. To overcome this problem, many works

have been reported in the literature (Mosca, 1969; Bar-Shalom and Li, 1995; George,

1990; Blackman, 1986). A typical closely spaced scenario is illustrated in Figure 6.1.

6.2 Literature survey

To extract the angle of the targets in a single resolution cell, the monopulse ratio which

yielded large errors is proposed in (Sherman, 1988). The in-phase and quadrature-phase

of complex monopulse ratio is used to compute generalized likelihood ratio test (GLRT)

for detecting unresolved targets (Blair and Brandt-Pearce, 1998b). Later, the work is
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Figure 6.1: Block diagram of closely spaced tracking scenario using bi-static passive
radars
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extended to develop conditional probability density function (pdf) of the sum signals to

complex monopulse ratio. The conditional pdf is employed to calculate Crammer-Rao

lower bound (CRLB) of the DOA estimator (Blair and Brandt-Pearce, 2001). Further-

more, an improved angle estimator is proposed to observe the signal strength of the

two targets using in-phase and quadrature-phase of complex monopulse ratio (Blair and

Brandt-Pearce, 1998a).

The following contributions are based on non-Bayesian estimation techniques. Max-

imum likelihood (ML) estimator to extract the angle of closely spaced targets with

Swerling-I and Swerling-III models is presented in (Sinha et al., 2002). The closed

form solution to ML estimator of (Sinha et al., 2002) is suggested in (Wang et al., 2004).

A search radar with ML estimator to detect the closely spaced targets by changing the

pattern of antenna main beam has been proposed in (Farina et al., 2002). The results

in this technique were promising that the estimated values are comparable to CRLB. In

(Gini et al., 2003, 2004) asymptotic maximum likelihood (AML) estimator and sequen-

tial hypothesis testing approach is suggested to solve the global maximization of ML

approach. All the above mentioned techniques utilized a single matched filter for pulse

compression.

In general, the radar target returns of single/multiple targets leaks to minimum of

one adjoint range cell. With this knowledge, a correlated consecutive matched filter is

developed to detect maximum of five closely spaced targets (Zhang et al., 2005). Based

on Gibbs sampling with ML approach and particle filtering, closely spaced targets are

detected and tracked in (Isaac et al., 2007). All the above algorithms used monopulse

based signal processing to detect the closely spaced targets.

Besides monopulse DOA and other DOA estimators like multiple signal classifica-

tion (MUSIC) (Bruckstein et al., 1985), estimation of signal parameters via rotational

invariance technique (ESPRIT), etc are proposed to detect the closely spaced targets

(Baig and Malik, 2013). In recent years, a new short time Fourier transform (STFT)

based MUSIC algorithm is proposed to detect closely spaced sources (Zhang et al.,

2016). The STFT has single constant window length and due to this, STFT based
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MUSIC algorithm provides poor frequency resolution either at low or high frequency

signals.

To overcome this problem, this chapter presents Stockwell transform based MUSIC

DOA estimator to resolve closely spaced targets in the presence of strong interference

(ECM, clutter and FA) using bi-static passive radars. The Stockwell transform has

a variable window size, which varies according to the frequency of the signal. This

variable window size helps to resolve the two different frequency signals which are

closely spaced . Further, the angles are used to estimate the future state of the closely

spaced targets by using RBMCDA based EKF tracker.

6.3 Proposed Stockwell transform based MUSIC DOA

algorithm

In the proposed Stockwell transform based MUSIC DOA algorithm, two N-element

equally spaced uniform circular arrays (UCA) are used to acquire the angle of the targets

in the presence of ECM as illustrated in Figure 6.1. Let ui(k), i = 1, 2, . . . ,M , be the

number of known signals that impinges on N-element UCA at kth observation snapshot.

Then the output at N-dimensional sensor array is given as

Z(k) = s(θ)u(k) + n(k) (6.1)

Where, s(θ) = [s(θ1), s(θ2), . . . , s(θM)] represents the array complex valued manifold

matrix and s(θm) denotes the steering vector of source m. The output signals from the

sensor array are defined as Z(k) = [Z1(k), Z2(k), . . . , ZN(k)]T and n(k) is Gaussian

white noise with zero mean.

The Stockwell transform (T ) (Stockwell et al., 1996) of the signals at the sensor

output in a noise free environment is given as
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Tz(t, f) = s(θ)Tu(t, f)

= [s(θ1) s(θ2) . . . s(θM)]


Tu1(t, f)
Tu2(t, f)

...
TuM(t, f)

 (6.2)

Where, Tui(t, f) represents the Stockwell transform of the signal from source i.

The steering vector from source i is denoted as s(θi) = [si1, si2, . . . , siN ]T ; i =

1, 2, . . . ,M and its N th element value is given by

siN =
1√
N
e−j

2π
λ
d(n−1)sin(θi); nε{1, 2, . . . , N} (6.3)

Where, λ is the wavelength, d is the inter element spacing between arrays and θi indi-

cates the direction of arrival from source i which has to be estimated.

Let,Wuu(t, f) describe the Stockwell transform matrix of the input signal and it is

given below:

Wuu(t, f) =

 Tu1(t, f)T ∗u1(t, f) . . . Tu1(t, f)T ∗uM(t, f)
...

...
...

TuM(t, f)T ∗u1(t, f) . . . TuM(t, f)T ∗uM(t, f)

 (6.4)

The DOA is estimated by choosing the peaks of the spatial spectrum derived using

Stockwell transform based MUSIC DOA algorithm which is determined as

P(θ) =
sH(θ)s(θ)

sH(θ)eneHn s(θ)
(6.5)

Where, en is the noise eigen values of Stockwell transform matrix which is computed

from Equation 6.4.

The measurements (in terms of angles) of targets which are obtained from Equation

6.5 are given as input to Rao-Blackwellized Monte Carlo data association (RBMCDA)

based extended Kalman filter (EKF) to further estimate the next state of the target. This

technique is briefly described in the following section.
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6.4 Rao-Blackwellized Monte Carlo data association based

extended Kalman filter (EKF)

This section presents bearing only tracking for multiple targets using EKF based on

RBMCDA approach. A brief explanation of RBMCDA based EKF tracker is described

in (Särkkä et al., 2004; Hartikainen and Särkkä, 2008; Beard and Arulampalam, 2007).

6.4.1 Extended Kalman filter

In general, EKF is a non linear target tracking algorithm used for single target tracking

with angle only measurements. The mean and covariance of the target is updated by us-

ing the measurements obtained form sensors. Let xjl and P j
l be the state and covariance

of target j at lth time instant. Then the dynamic model of target j is given as

xjl = Fxjl−1 + vjl (6.6)

Where, F is the state transition matrix and vjl is the process noise of jth target at lth

instant. Let the number of sensors be m. Then the single target tracking equations for

EKF are as follows.

The predicted state (x̂jl|l−1) and covariance (P̂ j
l|l−1) equations are given as

x̂jl|l−1 = Fx̂jl−1|l−1 (6.7)

P̂ j
l|l−1 = FP j

l−1|l−1F
T +Q (6.8)

Where Q is the covariance of process noise.

The updated state and covariance equations are described as

x̂jl|l = x̂jl|l−1 +Gj
l Z̃

j
l (6.9)

P̂ j
l|l =

[
I −Gj

lHl

]
P j
l|l−1 (6.10)
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Where Gj
l , Hl and Z̃j

l are gain, measurement and innovation matrix respectively which

are calculated as

Gj
l = Pl|l−1H

T
l

[
HlPl|l−1H

T
l +R

]−1
(6.11)

Hj
l =

∂h (x, sm)

∂x
|x=x̂j

l|l−1
(6.12)

and

Z̃j
l = Zl − Zl|l−1 (6.13)

Where, Zl is the measurement obtained from sensors and Zl|l−1 is measurement predic-

tion which is given as

Zl|l−1 = h(x̂jl|l−1, s
m) (6.14)

where, h is a nonlinear term. The above Equations represent EKF tracker for single

target tracking. If the targets are more than one in the environment then RBMCDA data

association is used, so that multi-target tracking problem is solved into single target

tracking problem. Flow chart of the entire process is illustrated in Figure 6.2.

6.4.2 Rao-Blackwellized Monte Carlo data association

RBMCDA is used to assign the correct measurements to the right targets in multi-

target tracking scenario. The number of targets and the distribution of measurements

are assumed to be known a priori. RBMCDA consists of group of particles and each

particle comprises particle weight along the state and covariance of a particular target.

Both the state and covariance are updated by using EKF.

The issue of multi-target tracking is divided into two subproblems i.e, single target

tracking and data association. Particle filter is used to solve the problem of data asso-

ciation and tracking problem is solved by EKF, once the measurements are associated

properly to the target. A concise description of RBMCDA is given in (Hartikainen and

Särkkä, 2008).

An example for two sensors and two targets is considered for simplicity. Let, the
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Start

Passive bi-static  uniform circular 
array radar

Operating frequency: VHF band
Array Size: 100 elements

Stockwell based MUSIC DOA 
estimator + Adaptive threshold
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spherical coordinates

Track filter: EKF +RBMDCA

End

Calculate performance measures

Measurements

Received  signal

Target + environment (ECM + 
clutter+ false alarms)

Figure 6.2: Flowchart of entire process
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number of particles be O, then particle preserves the state, covariance and particle

weight of both the targets. The bth particle at lth instant of time is represented as

P = {x1,b
l , P

1,b
l , x2,b

l , P
2,b
l , ωbl } (6.15)

Where, xt,bl and pt,bl are state and covariance of the t at lth time instant. ωbl is the as-

sociated particle weight value. Bearing intersection criterion is used to initialize the

particles. The association weight of all particles is initialized to 1
O

i.e, each particle is

given equal prior. Sequential importance resampling (SIR) is used to update the par-

ticles by using the measurements. The algorithm of SIR is described in the following

steps.

i. The state and covariance of the targets are predicted.

ii. Normalized association value is calculated by using prior association probability
and measurement likelihood function.

p(cbl |Z1:l, c
b
1:l−1) ∝ p(Zl|cl, Z1:l−1, c

b
1:l−1)p(cl) (6.16)

Where cbl is association event to a particular target.

iii. The association value is sampled using optimal importance distribution to obtain
new measurements

cbl ∼ p(cbl |Z1:l, c
b
1:l−1) (6.17)

iv. State and covariance values of a particular target are updated using the new mea-
surement.

v. New particle weight is calculated by using

ωbl ∼ ωbl−1 ×
p(Zl|cbl , Z1:l−1, c

b
1:l−1)p(cbl |cb1:l−1)

p(cbl |Z1:l−1, cb1:l−1)
(6.18)

The new updated particle weight is normalized and the effective number of particles

is computed as

Oeff =
1∑O

i=1(ωbl )
2

(6.19)

The process of resampling is repeated if the Oeff is less than the threshold value

and the particle weights are assigned to 1
Oeff

. The next section describes the simulation
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results and associated discussion.

6.5 Results and discussion

Closely spaced benchmark target trajectories from (Sinha et al., 2002, 2006) are con-

sidered to validate the proposed algorithm. The Stockwell transform based MUSIC

DOA algorithm results are compared with existing algorithms (MUSIC (Bruckstein

et al., 1985) and STFT based MUSIC (Zhang et al., 2016)). Two 100 elements equally

spaced UCAs with radius 80m (approx) are considered to receive the signal. The UCAs

are passive radars operating at very high frequency band (VHF). The environment is

considered to be effected by ECM, clutter and FAs. Barrage jammer (Mahafza and

Elsherbeni, 2003) is taken to induce ECM in the radar side lobes along with gamma

clutter (Barton, 1985) influences the environment. Adaptive thresholding (Dersan and

Tanik, 2002) for angle of arrival is used to suppress the jamming and clutter. A constant

signal to noise ratio of 20dB is considered at any instant of time. The entire process

is illustrated in Figure 6.2. The parameters such as state transition matrix, process

and noise covariance values are considered from (Sinha et al., 2002; Hartikainen and

Särkkä, 2008; Sinha et al., 2006; Isaac et al., 2007).

6.5.1 Case 1

Trajectories of scenario 8 in (Sinha et al., 2006) is considered for case study 1. The

two trajectories are parallel traveling with zero acceleration. The initial position of the

target-1 is (10e3,−250, 3e3)m, while the initial position of target-2 is (10e3, 250, 3e3)m.

The trajectory is executed for 220s. The first UCA radar is placed at (40e3, 300, 20)m

and the second UCA radar is placed at (40e3, 300, 20)m. Direction of arrival angles are

taken using MUSIC, STFT based MUSIC and Stockwell transform based MUSIC DOA

algorithms. Using these angles, tracking is performed by using EKF which is illustrated

in Figure 6.3. The tracking parameters for EKF are considered from (Isaac et al., 2007).

Position root mean square error (RMSE) of target-1 and target-2 are shown in Figure
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Figure 6.3: Tracking of closely spaced benchmark scenario-1

6.4 and 6.5 respectively.

6.5.2 Case 2

Trajectories of scenario 9 in (Sinha et al., 2006) are examined for second case study.

The initial range, velocity and height of the targets are considered to be 68km, 290m/s

and 3.5km respectively. The entire simulation time of trajectory is 215s. The tar-

gets makes a 2g turn after 100s for a period of 20s. The first UCA radar is placed at

(6e4, 1.5e4, 20)m and the second UCA radar is placed at (30e3, 0, 20)m. Direction of

arrival angles are taken using MUSIC, STFT based MUSIC and Stockwell transform

based MUSIC DOA algorithms. However, the targets are unresolved by MUSIC DOA

algorithm. The tracking of closely spaced benchmark scenario-2 using STFT based

MUSIC and Stockwell transform based MUSIC DOA is depicted in Figure 6.6 and 6.7

respectively. The tracking parameters for EKF are considered from (Sinha et al., 2002).

Position RMSE of target-1 and target-2 are depicted in Figure 6.8 and 6.9 respectively.

Comparison of results for closely spaced benchmark target scenario is shown in

Table6.1. From Table6.1 it is can be noticed that Stockwell transform based MUSIC

DOA performance is superior compared to other two existing algorithms. The Stock-
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well transform based MUSIC DOA algorithm possess an improved position RMSE (

91.56% and 96.16% when compared to MUSIC and STFT based MUSIC DOA al-

gorithms respectively) for benchmark scenario 1. But, there is a decrease in position

RMSE of STFT based MUSIC DOA when compared to MUSIC DOA by 28.03% for

target-2. However, the position RMSE of target-2 is increased by 27.21% for Stockwell

transform based MUSIC DOA algorithm when compared to MUSIC DOA technique.

Similarly, the velocity RMSE of Stockwell transform based MUSIC and STFT based

MUSIC DOA algorithms has an average increment of (69.26% and 48.91% for target-1

and target-2 respectively) when compared to MUSIC DOA algorithm.

The MUSIC DOA algorithm fails to resolve the targets for closely spaced bench-

mark scenario-2. The Stockwell transform based MUSIC position RMSE for target-1

and target-2 is increased by 2.15% and 5.21% respectively, compared to STFT based

MUSIC DOA algorithm. However, there is a decrease in velocity RMSE for target-

1 of Stockwell transform based MUSIC DOA algorithm by 15.43% as compared to

STFT based MUSIC DOA technique. The velocity RMSE of target-2 using Stockwell

transform based MUSIC DOA algorithm has an improvement by 5.79% as compared

to STFT based MUSIC DOA technique.

This work is carried out using bi-static passive radars. One can carry out future

research by considering multi-static passive radar scenario. Further, performance im-

provement can be accomplished by using interacting multiple model based track filters.

Besides that, the present study ignores other ECM techniques such as self screening

jammer (SSJ), velocity gate pull off (VGPO) and range gate pull off (RGPO). Future

research work may be carried out by incorporating these ECM techniques.

6.6 Conclusion

Stockwell transform based multiple signal classification (MUSIC) direction of arrival

(DOA) estimator for closely spaced targets has been demonstrated in the presence of

strong interference. Bi-static passive radars have been considered to resolve closely
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spaced maneuvering targets. Rao-Blackwellized Monte Carlo data association (RBM-

CDA) based extended Kalman filter (EKF) was successfully deployed to track closely

spaced benchmark target trajectories. The proposed Stockwell transformed based MU-

SIC DOA algorithm is compared with MUSIC and STFT based MUSIC DOA ap-

proaches. Simulation results show that Stockwell transform based MUSIC algorithm

has an average improvement of (61.68% and 69.26%; 51.11% and 32.58% ) compared

to (MUSIC based DOA; STFT based MUSIC DOA) in terms of position and velocity

RMSEs respectively for tracking benchmark trajectory-1. Furthermore, the proposed

Stockwell transform based approach resolved closely spaced targets which were unre-

solved in existing MUSIC based DOA algorithm.

123



124



CHAPTER 7

CONCLUSIONS AND FUTURE WORK

This chapter concludes the thesis with a summary of the contributions of research work

along with some suggestions for future work to be carried out.

7.1 Conclusions

In this thesis alternative solutions to three major challenging problems of target tracking

in the presence of ECM is addressed. Improved performance for tracking benchmark

trajectories has been demonstrated using waveform agile sensing technique in the pres-

ence of strong interference (ECM, FAs, clutter and multipath). Further, space time adap-

tive processing (STAP) combined with WAS was suggested to improve the performance

in terms of RMSE. The track performance is improved by applying 5 to 50 frequency

coded waveforms from the waveform bank. IMMPDAF estimator is employed to track

highly maneuvering benchmark target trajectories with ECM (SSJ/SOJ), multipath and

background clutter. It can also be noticeable that there is a decrease in both position

and velocity RMSE with increase in number of waveforms in waveform bank from 5

to 50. However, there is an increase in position and velocity RMSEs when compared

to earlier fixed waveform studies. Results obtained reveals that there is a decrease in

position and velocity RMSE values with slight increase in radar cost functions while

using WAS with space time adaptive processing.

Secondly, two novel hybrid data association techniques (Fuzzy-GA and Fuzzy-PSO)

have been successfully applied for tracking multiple targets in the presence of strong in-

terference. The probability data association matrix in JPDA is replaced by optimized

fuzzy correlation matrix. The next state of the target is predicted by applying optimized

fuzzy correlation matrix, which is evaluated based on proposed Fuzzy-GA and Fuzzy-

PSO approaches. Additionally, a comprehensive research study was carried out with



four data association techniques (JPDA, FCM, Fuzzy-PSO, and Fuzzy-GA) for four

different cases. It can be noticed from the results that there is a reduction in RMSE

values with increase in computational complexity especially for Fuzzy-GA associa-

tion technique. Besides this, two computationally efficient data association algorithms

(all neighbor fuzzy- relational and rough fuzzy) have been accomplished. A through

study is done by considering five jamming power levels with five data association ap-

proaches. Furthermore, the computational complexity was reduced with comparable

RMSEs when compared to soft and evolutionary computation based hybrid data as-

sociation techniques. Rough fuzzy based data association approach has accomplished

comparable RMSE performance with reduced computational complexity.

Finally, Stockwell transform based MUSIC direction of arrival algorithm (DOA)

was proposed to address the problem of closely spaced targets in the presence of strong

interference. Bi-static passive radars have been considered to resolve closely spaced

maneuvering targets. Rao-Blackwellized Monte Carlo data association (RBMCDA)

based extended Kalman filter (EKF) was successfully deployed to track closely spaced

benchmark target trajectories. The proposed Stockwell transform based MUSIC DOA

obtained better results compared with MUSIC and STFT based MUSIC algorithms.

Furthermore, the proposed Stockwell transform based approach resolved closely spaced

targets which were unresolved in existing MUSIC based DOA algorithms.

The chapters two and three of the thesis deal with waveform agile sensing approach

with phased array antenna radar in the presence of strong interference. In particular, the

chapter three presents spatio-temporal adaptive processing (STAP) based technique to

mitigate the strong interference. The research results indicate these techniques can be

deployed in practical scenarios with phased array radar which will enhance the perfor-

mance of surveillance system.

Further, the novel soft and evolutionary based data association approaches presented

in chapter four and five will improve the performance of the surveillance system as these

techniques have given enhanced performance in terms of position and velocity RMSE

values in the presence of strong interference. Furthermore, the computational efficiency
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Fuzzy based approaches presented in chapter five will be a candidate algorithm for real-

time practical applications in various types of ground-based and airborne surveillance

systems. Finally, Chapter six presents a novel approach based on Stockwell transform-

MUSIC to track closely spaced targets in the presence of a strong interface.

Therefore, all the contributed chapters presented in the thesis will have significant

impact on phased array radar based surveillance systems which generally operates in

the presence of a combination of clutter, ECM, and false alarms.

7.2 Future work

Even though some of the tracking issues in the presence of ECM scenario are addressed

in this thesis, there is a strong need to carryout further research in this area to improve

the results. In the case of waveform agile sensing, only point targets have been assumed

in our research study, one can carryout future research with extended targets. Besides

this, only frequency coded waveforms were used for waveform agile sensing and phase

coded waveforms have not been explored. Furthermore, ECM techniques such as; range

gate pull off (RGPO) and velocity gate pull off (VGPO) were not examined.

Whereas in the area of data association one can carry out future research work

in multiple target tracking by deploying multi-objective evolutionary computing tech-

niques such as multi-objective particle swarm optimization (MOPSO), nondominated

sorting genetic algorithm II (NSGA-II), etc. to simultaneously optimize track perfor-

mance and computational complexity. Furthermore, the current research study in mul-

tiple target tracking is carried out by using fixed linear frequency modulated (LFM)

waveform. Future researchers can carry out further work by using adaptive waveform

selection, waveform agile sensing, adaptive pulse compression, etc. to improve the

performance in the presence of ECM for data association problems.

Besides that, current investigation of data association ignored closely spaced targets

and unresolved targets. Hence, one can carry out further research in this domain. More-

over, our data association study is focused using stand-off jammer (SOJ), clutter and
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false alarms (FA) but not considered multipath into account and one can incorporate

other ECM techniques like self-screening jammer (SSJ), range gate pull-off (RGPO),

velocity gate pull-off (VGPO) etc. and carry out future work in this direction. In addi-

tion, a future research work can be carried out by using space-time adaptive processing

(STAP) approach using multi-input and multi-output (MIMO) radar and multi-static

radar scenarios.

In our research study for tracking benchmark closely spaced targets, only passive

bi-static radar framework was considered to resolve closely spaced targets. Future re-

search may be aimed at using active and multi-static radar scenarios. Performance

improvement can further be accomplished by using interacting multiple model based

track filters.
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