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Dial-a-ride problem (DARP) is an optimization problem which deals with the minimization of the cost of
the provided service where the customers are provided a door-to-door service based on their requests.
This optimization model presented in earlier studies, is considered in this study. Due to the non-linear
nature of the objective function the traditional optimization methods are plagued with the problem of
converging to a local minima. To overcome this pitfall we use metaheuristics namely Simulated Anneal-
ing (SA), Particle Swarm Optimization (PSO), Genetic Algorithm (GA) and Artificial Immune System (AIS).
From the results obtained, we conclude that Artificial Immune System method effectively tackles this
optimization problem by providing us with optimal solutions.
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1. Introduction

A lot of work has been done in the pickup and delivery problem
(PDP) area which initially started in the 1980s (Psarafis, 1980). The
work done in the pickup and delivery problem area can be found in
some of the comprehensive literature surveys done over the years
(Mitrovi’c-Mini’c, 1998; Parragh, Doerner, & Hartl, 2008a, Parragh,
Doerner, & Hartl, 2008b). One of the main problems we face is
scalability. When the number of requests are small it is very easy
to analyse the problem. When the number of requests increase,
the search space increases. The dial-a-ride problem (DARP) is
NP-hard as proven by Baugh, Kakivaya, and Stone (1998). The pick-
up and delivery problem is considered as an optimization problem
where the total cost of the provided service is minimized. A lot of
literature is available where optimization models are created to
solve this problem. Initially dynamic programming was used to
solve the PDP problem but did not yield good results due to the
presence of local minima’s (Psarafis, 1980). To overcome this draw-
back people employed metaheuristic approaches to solve this opti-
mization problem (Baugh et al., 1998).

One of the first works published in this area using dynamic
programming by Psarafis (1980, 1983), which could only solve
problem instances where less than 10 customers are involved.
After a few years another method was published by Dumas,
Desrosiers, and Soumis (1991) which uses a column generation
scheme with a constrained shortest path as a sub problem. The
above methods could solve only small problem instances. There-
fore researchers adopted metaheuristics to tackle large problems
011 Published by Elsevier Ltd. All
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where optimal solutions could be achieved. Nanry and Barnes
(2000) and Emmanouil, Christos, and Chris (2009) employed a
metaheuristic approach to solve the general pickup and delivery
problem (GPDP) using a reactive tabu search method. Similarly
Cordeau and Laporte (2003) also used classical tabu search to solve
the static multi-vehicle DARP. Potter and Bossomaier (1995) used
Genetic Algorithms to solve the vehicle routing problem (VRP).
Jih and Hsu (1999) used a hybrid method where they combined dy-
namic programming and Genetic Algorithms to solve the single-
vehicle PDP with time windows.

The various challenges we face with respect to travel in
Bangalore are the availability of regular, quick and cost effective
transport. The cost effectiveness of a provided service is directly
proportional to the distance travelled by the vehicle providing that
service. Therefore in the service we provide, we not only reduce the
distance travelled by the bus/van but also the distance travelled by
each and every passenger. Here the bus/van service provided is of
the Dial-a-ride type. The passengers decide where they want to be
picked up and where they want to be dropped. This service reduces
the distance travelled by every passenger as well as the total
distance travelled by the bus/van.

In this paper, we consider the DARP optimization problem
presented in earlier studies. Since the problem is NP-hard we use
the metaheuristic techniques such as Simulated Annealing (SA),
Genetic Algorithms (GA), Particle Swarm Optimization (PSO) and
Artificial Immune System (AIS). Here we define distmax which is
the maximum distance the bus is allowed to traverse. In Keiichi
Uchimura, Takahashi, and Saitoh (2002) a Genetic Algorithm +
2-opt method is proposed. This is equivalent to using a Genetic
Algorithm with both crossover and mutation operators and on
giving them adaptive probabilities of occurring leads to better
solutions. We also show that the AIS is good in giving optimal
rights reserved.
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solutions which are better than the results got using Genetic Algo-
rithm. According to the authors knowledge there is no literature
present where AIS (Clonal Selection Algorithm) has been used to
solve this problem. On finding optimal solutions for the problem
at hand we compare the results and find out which method suc-
cessfully tackles the problem.

The paper is divided into the following sections. Section 2 con-
tains the problem formulation and problem definition. Section 3
contains the methodologies used. Sections 4 and 5 contains the re-
sults and conclusion respectively.

2. Problem formulation

Pickup and delivery problems with timing constraints are re-
ferred to as pickup and delivery problems with time windows
(PDPTW). Here we find optimal routes for the given transportation
requests keeping in mind the capacity, time window and prece-
dence constraints. The vehicles start from a depot. Each request
has an origin and a destination. The vehicle which is carrying out
a certain request has to first go to the origin and then destination.
The various constraints are priority, time and capacity. Since in this
problem we only deal with single vehicle pickup and delivery we
ignore the capacity and time constraints. The objective here is to
not only minimize the total distance travelled by the bus but also
minimize the distance travelled by every passenger.

In our objective function we first specify the maximum distance
(distmax) the bus is allowed to traverse. Any distance above this va-
lue is taken as it is by the objective function as S. If it is lesser than
the maximum value for any particular route the ratio R is calcu-
lated, where R is the maximum ratio of distance between pickup
point and drop point for passenger i for that particular route to
shortest distance between the two points. Therefore the objective
function not only minimizes the total distance travelled by the
bus but also the individual distance travelled by each passenger.

Mathematically the objective function f is defined as follows:

f ¼
S; if S P distmax

R; if S < distmax

�
ð1Þ

R ¼ maxðPiDi=ÞPlDl ð2Þ

where,

S = total distance travelled by the bus for a particular route
distmax = maximum distance the bus is allowed to travel
PiDi = distance between pickup and drop point for passenger i
for a given route
PlDl ¼ shortest distance between pickup and drop point for
passenger i
We shall now develop a graph and address the above problem
by defining the constraints in a mathematical framework.

We first assume one vehicle is carrying out all the pickup and
delivery requests. Consider n pickup points and n drop points for
n passengers. The pickup and drop points can be taken as the ver-
tices of an undirected graph G(V, E). Each edge has a particular
weight equivalent to the distance between the two vertices joining
the edge. We denote cij as the distance connecting the two vertices
i and j. If i is a pickup point then n + i is the drop point for that par-
ticular passenger. Then Pi = {1,2, . . . ,n}, and Di = {n + 1,n + 2, . . . ,2n}.
The bus starts from the depot labelled as 0 and ends at 2n + 1. In
total the graph G (V,E) has 2n + 2 vertices and is strongly connected
in nature.

To evaluate total distance travelled by the bus we use the
Boolean variable xij which is either true or false depending whether
the bus travels through the points i and j. Then S is evaluated as
follows:

S ¼
X2nþ1

i¼0

X2nþ1

j¼0

xijcij ð3Þ

where,

xij is the Boolean variable
cij is the distance between the ith and jth point.

We then check whether priority constraints are satisfied by a
particular route. For a particular route we should see that the pick-
up point for a passenger is visited before the drop point. Consider a
route of 2n + 1 points. Then the priority constraint can be defined
as follows:

posðPiÞ < posðDiÞ for passenger i1 6 i 6 n ð4Þ

where,
pos(x) gives the position of the point x in the route.
We define fitness of a particular path as f�1. The various steps in

evaluating the fitness of a route can be summarised as follows:

1. Choose distmax.
2. Select path to traverse.
3. Check whether path satisfies priority constraints.
4. Calculate f�1 for that path.

Evaluate fitness of the path based on the defined objective
function. The aim is to find a path having maximum fitness.
3. Methodology

We use four metaheuristic methods to solve the above problem
namely Simulated Annealing, Genetic Algorithms, Particle Swarm
Optimization and Artificial Immune System. Out of the four
metaheuristic methods three are population based algorithms.

3.1. Simulated Annealing (SA)

Simulated Annealing is a metaheuristic used to find maximum
or minimum in a given search space (Baugh et al., 1998; Rutenbar,
1989). The cooling function is dependent on the number of itera-
tions. The cooling starts at an initial random state. The initial tem-
perature is taken as T1K and the final temperature is T2K where
T2 < T1. The cooling may terminate for two reasons. The first reason
is when convergence is achieved and the second reason is when a
fixed number of iterations are completed. The main aim of simu-
lated annealing is to go from an initial state having higher energy
to a final state having lower energy. The change of state depends
on the probability P and T. The probability P depends on the energy
of the current state as well as the energy of the neighbouring state.

The initial state is taken as a random path which satisfies the
various constraints. The neighbouring function N contains a swap
operator which swaps any two points of the current evaluated
path. The probability T determines whether the algorithm is greedy
or not. As the temperature decreases the probability of choosing a
state with lower energy increases i.e. the algorithm tends to be
greedy. If the algorithm behaves in a non greedy manner then
depending on the probability P the current state changes to the
new state or, the old state is retained. P is dependent on the differ-
ence between the energy of the current state and the neighbouring
state. If there is a large gap between the two states the chance of
changing state decreases where as if there is a small difference be-
tween the energy of the two states there is a high probability that
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the current state will change to the neighbouring state. P can be
represented as follows:

P ¼ 1� jEneighbouringstate � Ecurrentstatej
Ecurrentstate

� �
ð5Þ

The variation of T w.r.t. N is as follows:

T ¼ T1 þ
T1 � T2

Nmax

� �
N ð6Þ

where,

T1 = initial temperature.
T2 = final temperature.
N = number of iterations.
Nmax = maximum number of iterations.

The problem of getting stuck to local minima is considerably re-
duced by allowing not only downhill movement but also uphill
movement. This is possible because of the probability P.

3.1.1. SA algorithm

1. Initialize the current state i.e. the state is assigned to a random
set of pickup and drop points which satisfy the various
constraints.

2. Evaluate the energy of the current state i.e. the fitness of the
path.

3. By passing the current state to the neighbouring function N we
get the neighbouring state whose energy (fitness) is evaluated.

4. Depending on T (i.e. if it is greedy) the current state is replaced
with neighbouring state if the energy of the neighbouring state
is lesser than the current state else the current state is retained.

5. The current state (i.e. if it is not greedy) shifts to the new state
depending on the probability P.

6. The steps 2 to 4 are repeated till the termination condition is
achieved.

3.2. Genetic Algorithm (GA)

Genetic Algorithm is a population based metaheuristic
(Goldberg, 1989). An initial population P is taken i.e. a random
set of routes are assigned to the initial population. The fitness of
the population is then evaluated according to the fitness function.
A random selection of chromosomes from the current population is
made. The selected chromosomes are then subjected to genetic
operators where new paths are generated. The new population is
then evaluated. This process goes on for N generations so as to
achieve convergence. Three genetic operators are used namely 2-
point crossover, mutation and reproduction. Each operator has a
predefined probability to occur. The operators are also adaptive
in nature i.e. their probability of occurrence changes for the next
generation.

3.2.1. 2-Point crossover
Consider the two parents P1 and P2 undergoing the crossover.

Let the length of the chromosomes be n. Two index variables i
and j are taken such that i < j 6 n. The pickup or drop points be-
tween i and j are retained in the children C1 and C2 respectively.
We then traverse from j to j � 1 (looping around once we reach
the end) in parent P2 placing points in C1 from j to i without repeat-
ing pickup or drop points in C1. The similar process is carried out to
find C2 by traversing from j to j � 1 in parent P1. After C1 and C2 are
found the four chromosomes are evaluated and the best child is se-
lected to be added to the current population while the best parent
is retained in the current population. An example of the 2-point
crossover is shown below.
P1 =
 2
 3
 1
 5
 4

P2 =
 5
 3
 2
 4
 1

i = 2, j = 3
 n = 5

C1 =
 2
 3
 1
 4
 5

C2 =
 1
 3
 2
 5
 4
After the 2-point crossover the children’s fitness values are
evaluated and the best child along with the best parent is added
to the current generation.

3.2.2. Mutation
Consider a parent P being subjected to the mutation operation.

Let the length of the chromosome be n. Two index variables iand j
are randomly given values such that i, j 6 n. The values in the ith
and jth positions in the selected parent are swapped. The mutated
chromosome M is then added to the current generation in the place
of the selected parent. An example of mutation is shown below.
P =
 2
 3
 1
 5
 4

i = 2, j = 3
 n = 5

M =
 2
 1
 3
 5
 4
3.2.3. Reproduction
In the reproduction operation the selected parent P is retained

in the next generation. Each of the above operations have a fixed
initial probability to occur which all add up to 1. Throughout all
the generations the sum of probabilities of the different operations
remains the same i.e. equal to 1. The probabilities of crossover and
mutation are adaptive in nature. As each generation passes the
probability of a crossover decreases and the probability of a muta-
tion occurring increases. The probability of reproduction remains
the same throughout all generations. The crossover gives the algo-
rithm the ability to find large variations in fitness value whereas
mutation allows small variations in a specific path accommodating
small changes in fitness value. Crossover reduces the possibility of
getting caught up in local minima.

3.2.4. GA algorithm

1. The initial population is initialized with random paths consist-
ing of pickup and drop points and the fitness of each parent is
evaluated according to the objective function.

2. A random selection of two parents is made and they are sub-
jected to genetic operations according to the probabilities. This
is done for the full generation without selecting a parent twice.

3. The new generation thus formed is then evaluated and the
global minimum is recorded.

4. The steps 2 and 3 are repeated for N generations or until conver-
gence is observed.

3.3. Particle Swarm Optimization (PSO)

PSO is a population based metaheuristic method (Kennedy &
Eberhart, 1995). Each particle is assigned an initial position and
velocity in the given search space. The particles then traverse
through the search space depending on its fitness. The movement
of the particles are governed by the position of their local bests and
the global best in the given search space. The velocity and position
after each iteration varies according to the following equations.

Viþ1 ¼ xVi þ c1r1ðglobalbest � XiÞ þ c2r2ðlocalbesti � XiÞ ð7Þ
Xiþ1 ¼ Xi þ Vi ð8Þ
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where,

c1, c2 are constants.
r1, r2 are random. vectors.
xis the inertial constant.
Xi is the position of the ith particle.
Vi is the velocity of the ith particle.
globalbest is the point in the search space where maximum fit-
ness value has been evaluated.
localbesti is point in the search space where maximum fitness
value for the ith particle has been evaluated.

3.3.1. PSO algorithm

1. The n particles are given an initial velocity and position. Each
particle is given a string of pickup and drop points.

2. The fitness of each particle is evaluated according to the objec-
tive function only if the constraints for the given route are
satisfied.

3. The global best and local best for each particle is found and the
new velocity and position is calculated.

4. New random routes are assigned to the particles.
5. The steps 2 to 4 are repeated until all the particles converge to a

single point.

3.4. Artificial Immune System (AIS)

AIS like GA is a population based metaheuristic method
(Farmer, Packard, & Perelson, 1986). The Clonal Selection
Algorithm is used for optimization purposes. The Clonal Selection
Algorithm uses properties of antibodies and antigens. As time
passes the affinity of the antigen towards a particular antibody in-
creases. Initially, equal number of antibodies and antigens are se-
lected and given initial values. The antibody and antigen chains
can be binary coded or real coded. Since the problem we are facing
is a discrete optimization problem we use real coded chains like
the ones used in the previous algorithms. Here each chain is ini-
tially given a chain of random pickup and drop points which satisfy
the priority and time constraints. The chains are evaluated and the
fitness of each route is evaluated. Encoding and decoding functions
are used to encode real values to binary values and decode binary
to real values. Here since the chains are real coded no encoding or
decoding functions are present. Out of the initial population
P, n chains with high fitness value are selected and cloned. The
cloned chains then undergo the process of hypermutation and re-
selection.
3.4.1. Hypermutation
This operation is similar to the mutation operation in GA.

Suppose n chains are selected for cloning and nc clones are created
per chain then n � nc chains are subjected to the hypermutation
operation according to the probability pm. The probability pm is
adaptive in nature and varies for a certain number of iterations
after being set to its original value. This occurs throughout the total
number of iterations. The indicesi and j are randomly selected and
a swap or flip operation is done.

An example of the hypermutation operation is shown below:
P =
 2
 3
 1
 5
 4

i = 2, j = 4;

HM =
 2
 5
 1
 3
 4
3.4.2. Re-selection
In the re-selection process the n best clones are selected from

n � nc clones and placed in the current population. The replace-
ment can be either greedy or non-greedy. If we follow a greedy
method we replace the worst n in the current population P with
the n best clones. If we use a non-greedy strategy then we replace
the worst in particular intervals. The changed population forms the
population for the next iteration.
3.4.3. Clonal Selection Algorithm

1. Initialize antigen and antibody chains i.e. each chain is associ-
ated to a string of pickup and drop points which satisfy the var-
ious constraints.

2. Evaluate fitness of the current population and selectn out of the
evaluated chains.

3. Generate nc clones for each chain.
4. Subject the clones to hypermutation and select n best clones.
5. The n best clones replace the bad chains in the current popula-

tion based on fitness.
6. Repeat steps 2 to 4 for N iterations.

After N iterations the chain with the best fitness is taken as the
solution.
4. Results

The above methods are tested on a real world scenario. We
chose 20 locations in Bangalore City (Fig. 1). These locations are
chosen from all over the city. We then find out the point-to-point
distance between these locations using a Bangalore map and gen-
erate an adjacency matrix. This adjacency matrix is used to calcu-
late the objective function. For a testing scenario we chose pickup
and drop points from these available twenty locations. We use the
same configuration for all the methods so that they can be
compared effectively.

The example used is as follows (refer Fig. 1): initially start
location is selected to be 1 and stop location as 20. Then pick
and drop point is selected i.e,

ðpick;dropÞ ¼ ð2;3Þ; ð4;5Þ; ð6;7Þ; ð8;9Þ; ð10;11Þ; ð12;13Þ;
ð14;15Þ; ð16;17Þ; ð18;19Þ;

We then set the maximum distance the bus is allowed to travel to
be 150 Kms. We then execute each algorithm to note the variation
of R and S as shown in Table 2. The results for the four methods
mentioned above are compared to see which method gives the
optimal value.
4.1. Simulated Annealing

We first start with a random route as the initial state and
calculate its energy/fitness. Each route is real coded. The most
favourable parameter values are as follows:

1. Initial Temperature = 100K.
2. Final Temperature = 0.5 K.
3. Number of iterations N = 5000.

For every iteration the current state/route gets modified when it
is passed to the neighbour function N and the temperature con-
stantly decreases according to the Eq. (6). Therefore the greedy
nature of the algorithm increases as it progresses. The fitness value
i.e. R and S is evaluated. Since we follow an elitist approach the
state having the best value of R and S is recorded throughout the
process.



Fig. 1. Bangalore city marked with 20 points.

Table 1
Probabilities for various genetic operators.

Operator Initial probability
(first generation)

Final probability
(last generation)

Change

2-point crossover 0.7 0.05 0.65 (adaptive-decreasing)
Mutation 0.1 0.75 0.65 (adaptive-increasing)
Reproduction 0.2 0.2 0.0 (no change)
Total 1.0 1.0
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4.2. Genetic Algorithm

Like the previous algorithm we initialize the population with
random routes which are real coded. The most favourable param-
eter values are as follows:

1. Population = 25.
2. Selection is random.
3. Genetic operators: initial rate.
Crossover rate: 70%.
Mutation rate: 10%.
Reproduction rate: 20%.

4. Number of generations N = 5000.

Table 1 shows us the adaptive nature of the 2-point cross-
over and mutation operators. For every generation the fitness
of the current population is calculated. Like the previous algo-
rithm we follow an elitist approach in finding the optimal
solution. The parent of the current population having the best
fitness value is recorded. Therefore after N iterations the global
best will have the fitness value of the best parent it has come
across. The population is then subjected to genetic operations.
The selection of the parents which undergo the various opera-
tions is random. The parent which has the highest fitness
value in the current generation is retained in the next
generation.
4.3. Particle Swarm Optimization

All the particles are initially associated with a random route
which is real coded. The experimental conditions are as follows:

1. Number of particles n = 12 or 25.
2. Number of iterations it = 5000.
3. c1 = 1.
4. c2 = 1.
5. x = 1.

Initially all the particles are randomly placed in the specified
space and given random velocities. Each particle is associated with
a string of pickup and drop points. The fitness of the particles i.e. R
and S is evaluated and the particle having the best fitness is re-
corded. The change in velocity and position of the particles is then
calculated. The particles are then assigned random new routes and
their fitness is evaluated which continues for N iterations. Like the
previous methods in this method we use an elitist approach and
global best records the best fitness value encountered.



Fig. 2. Convergence graph obtained for AIS, GA, PSO and SA algorithms.
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4.4. Artificial Immune System

The Clonal Selection Algorithm is also population based. The
antibodies and antigens are initialised using random real coded
routes. The most favourable parameter values are as follows:

1. Number of antibodies = 75.
2. Number of antigens = 75.
3. Number of generations it = 150.
4. Number of clones per candidate = 6.
5. Hypermutation (flip operation) probability = 0.6.

After initializing the population the fitness of all the chains are
calculated. Out of the current population n chains having a high fit-
ness value are selected and cloned. The cloned chains are then sub-
jected to the hypermutation operation. Out of all the clones, n
clones having high fitness values are selected and they replace
the chains having lower fitness value in the current population.
Thus in every iteration the chain having good values of R are
retained. Therefore in the convergence graph we see that value
Table 3
Variation of S and R values during the running of PSO, AIS, GA and SA algorithms.

Particle Swarm Optimization (PSO) Artificial Immune Sys

cline8-9 Value of S (Km) Value of R Value of S (Km)

Maximum 182.3000 30.2025 163.4000
Minimum 148.4000 7.8050 127.6000
Average 150.3183 12.8599 149.4088
Standard Deviation 0.2742 0.0802 0.2733

Table 2
Comparison of results obtained by PSO, AIS, GA and SA algorithms.

Sl. No. Particle Swarm Optimization (PSO) Artificial Immune System (AIS

Value of S (Km) Minimum R Value of S (Km) Minimum

1 148.7 6.9998 132.0 1.9593
2 147.3 14.1143 129.2 3.1293
3 142.4 12.2567 139.6 2.3810
4 149.6 8.8086 133.6 2.6122
5 149.6 9.6621 136.0 2.4626
of R continuously decreases until it converges. The value the graph
converges to gives us the optimal value of R (Fig. 2).

4.5. Comparison of Metaheuristic Techniques

Since the problem is NP-hard using metaheuristics are an effec-
tive way to achieve optimal or near-optimal solutions for real-
world problems (Glover & Kochenberger, 2003). In-recent years
many metaheuristic methods have been used to solve transporta-
tion related problems (Li & Lim, 2003; Sakakibara, Tamaki, &
Nishikawa, 2007).

From Table 2, we can observe in comparison with other meta-
heuristic methods the results obtained using SA is not optimal,
as the algorithm is not population based and tends to get caught
up in local minima. The neighbour function being only a swap does
not have the capability to remove the algorithm out of the local
minima although the non greedy nature helps it to some extent.
The results got using PSO are not optimal on comparison with
GA and AIS. Being a discrete optimization problem every route is
represented as a real coded string which is not mapped to a point
in space. Therefore the selection of new routes after fitness evalu-
ation is not affected by the current position of the particle. There-
fore results got using PSO are not optimal. GA provides us with
optimal results as the search space is effectively scanned for opti-
mal results which can be seen in Table 3. The crossover operator
helps the algorithm from getting out of local minima and the
mutation operator provides us with small changes in fitness value.
The adaptive nature of the algorithm also helps in convergence.
Similarly from Table 3 we can observe that AIS searches effectively
with the help of the hypermutation operation.

The convergence plot (Fig. 2) shows us the rate of convergence
of the different algorithms. We see that AIS converges very quickly
compared to the other algorithms. On examining the plots of R and
S (Figs. 3, 4) for the various algorithms we can come to the follow-
ing conclusions. By observing the SA plot for each iteration we see
there is an irregular movement. This can be explained by the fact
that the algorithm has the capability to behave in a greedy and
non-greedy fashion. After S becomes lesser than distmax, R de-
creases or increases depending on the probability P. On examining
the plot of R and S values for GA we see that once S falls below dis-
tmax, R continuously decreases while S fluctuates below distmax,
which can be attributed to the carryover of the fittest parent to
the next generation. The above nature is also observed in the AIS
plot along with a fast convergence. On observing the plot of S
tem (AIS) Genetic Algorithm (GA) Simulated Annealing (SA)

Value of R Value of S (Km) Value of R Value of S (Km) Value of R

15.6087 238.8000 29.8571 208.6000 24.0204
4.5889 130.2000 2.6279 116.1000 7.1006
4.6230 149.0927 6.3269 127.6782 12.8176
0.0481 0.2753 0.0567 0.2527 0.0801

) Genetic Algorithm (GA) Simulated Annealing (SA)

R Value of S (Km) Minimum R Value of S (Km) Minimum R

139.7 3.3721 134.7 4.7143
145.5 2.4717 132.7 3.2907
139.3 2.3711 131.8 3.3810
148.2 1.7317 112.0 3.8027
148.3 2.9456 134.8 3.5820



Fig. 4. Variation of R in AIS, GA, PSO and SA algorithms.

Fig. 3. Variation of S in AIS, GA, PSO and SA algorithms.

334 C. D’Souza et al. / Expert Systems with Applications 39 (2012) 328–334
and R values for PSO we see that S and R values decrease slowly
due to the inability to scan the search space effectively when com-
pared with the other methods (Table 3). From Table 2, we see that
GA and AIS gives us optimal solutions. The best average solution is
provided by AIS.
5. Conclusions

In this paper we use metaheuristics to solve the dial-a-ride
problem specific to Bangalore city. We use four different methods
to solve the problem so as to decide which method tackles the
problem effectively. The four different methods used were Simu-
lated Annealing, Particle Swarm Optimization, Genetic Algorithm
and Artificial Immune System. We choose different points in Ban-
galore city to implement the above four methods. From the results
we see that PSO is ineffective at dealing with the problem and SA
tends to get into local minima’s. GA and AIS tackle the problem
effectively giving us optimal solutions. By using these metaheuris-
tic methods we can optimise transport leading to better utilization
of time and resources.
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