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ABSTRACT: In this work, a decoupling control system is
designed for the riser section of the fluid catalytic cracking unit
(FCCU). The decentralized control system is implemented on
FCCU to estimate the magnitude of the interactions using relative
gain array (RGA). Interactions among the loops are minimized by
applying the decoupling control strategy to decentralized FCCU.
Relative normalized gain array and dynamic relative gain array
(dRGA) are computed for the closed-loop FCCU and used to
design the decouplers for the process. The advantages of the
decoupling control strategy are a simple design and it does not
need extensive calculations. This method gives a dynamic
decoupler in the form of lead/lag modules with time delays. PI
controllers can be designed efficiently for controlling the riser
temperature, mass fractions of gasoline, and LPG. The decentralized controller and the decoupling control system performances
are studied on the basis of the closed-loop performance of control variables, and it is found that the decoupler performs better.

■ INTRODUCTION

Petroleum refineries start with the atmospheric distillation unit
followed by vacuum distillation unit (VDU). The bottom
product of VDU contains a mixture of high-molecular-weight
components. A fluidized catalytic cracking unit (FCCU) is
placed after the VDU to produce valuable products by cracking
the higher-molecular-weight components mixture to lower-
molecular-weight components. FCCU is one of the essential
unit processes in refineries due to its high conversion of heavier
compounds to lighter compounds. The FCCU consists of
three main units, the riser, the regenerator, and the
fractionator, as shown in Figure 1. The riser reactor is a
standpipe in which cracking reaction takes place. Spent catalyst
from the riser reactor is sent to the regenerator reactor for coke
removal and to reuse for the cracking reaction. A combustion
reaction takes place in the regenerator reactor. The vapors
generated in the riser due to cracking reaction are sent to a
fractionator to separate the gasoline and LPG from the mixture
of lighter compounds. The process of FCCU is as follows, feed
to the riser is collected from the bottom product of VDU,
which is known as heavy vacuum gas oil. The feed will be
preheated until it converts to vapor. An endothermic reaction
takes places in the riser reactor. To reach the cracking reaction
temperature of the feed, it will get in contact with the
regenerated catalyst from the regenerator unit. Deposition of
coke takes place in riser reactor during the cracking reaction.
Spent catalyst can be regenerated by burning off coke on the
catalyst with a continuous supply of air.
The FCCU is quite complex from both the process

modeling and control points of view.1,2 A four-lump parameter

is used to model the riser, regenerator, and fractionator.3 The
effectiveness of the modeling is enhanced by incorporating the
effects of the volumetric expansion of feed and product gas
from the riser reactor and turbulence. There are many factors
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Figure 1. Schematic representation of FCCU.
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such as coke deposition rate,4 the hydrodynamics of the
systems,5 and the concentrations of CO and CO2 in the
regenerator6 that affect the performance of the model that
should be considered during the system modeling. While
modeling the FCCU riser reactor is considered as a plug flow
reactor (PFR), regenerator is divided into two phases, one of
which is the bubble phase and the other is the emulsion
phase.7 The bubble phase is modeled as the continuous stirred
tank reactor, and the emulsion phase as plug flow reactor
(PFR).8,9 Dynamic response of the process is necessary to
design a controller for the process. Controllers which are
designed based on nonlinearity are better than the linear
system.
Continuous process industries are difficult to control, one of

the reasons being multivariable system. The best industrial
examples of multiple input multiple output (MIMO) are
distillation columns and FCCU.10 The MIMO processes are
troublesome due to their high process interactions. Designing a
controller for the highly interacting system is difficult. Highly
interactive systems mean that if there is a disturbance in one
manipulated variable, all control variables in the system can be
affected. Due to its multiloop condition, it is difficult to find
the best pairing of manipulated variables and control variables.
In such situation, the decentralized method is useful.11

Multiloops are broken into n single loops in the decentralized
method. Among the n single-loop controls, manipulated
variables and control variables are designed for the best
pairing. The relative gain array (RGA) method can be used to
determine the best pairing.
FCCU is one of the best examples for a system with

multiloops and high interactions. Such systems modeling leads
to multivariable systems. Two types of control systems are
usually available to control such systems. The first is a
decentralized control system that uses single-loop controllers.
The second is a centralized controller, where the control
matrix is not a diagonal matrix. The decentralized controller
scheme is favored over the centralized controller mainly
because the control system has only n controllers for n output
variables, and the operators can easily understand the control
loops. The use of a decentralized and RGA approach allows
controllers to be designed, but the system can sometimes be
unstable due to the interactions between the loops. Decouplers
should be included to eliminate interactions. Decouplers are
used to remove the effect of a change in control variables due
to change in a manipulated variable.12 Dynamic decouplers,
which are used for continuous systems, are designed by using
dynamic relative gain matrix (dRGA) and relative normalized
gain array (RNGA). Decouplers for higher-order systems and
systems with high interactions are difficult to design.
Here, the relative gain array (RGA) method is used to

quantify the interactions between multiloops. The temperature
of the riser (Tris), mass fraction of gasoline (Yga), and mass
fraction of lpg (Ylpg) are considered as control variables,
whereas regenerated feed rate, feed temperature, and temper-
ature of the regenerated catalyst are considered as manipulated
variables. Tris plays a crucial role in the conversion of gas oil.
Yga and Ylpg are considered as control variables because of their
importance in the economy of plant. High interactions in
FCCU may affect the performance of the controller. It is
advised to minimize the interactions for better controller
performance. For minimizing the interactions in FCCU,
decouplers can be implemented. It is necessary to design the
decentralized controller and decouplers for FCCU. To date, no

research has been reported on the application of decentralized
decoupler on FCCU. No one has reported the magnitude of
the interactions in FCCU. In this work, an attempt is made to
design a PI decentralized and decouplers for the FCCU.
Many research studies have been carried out over the years

on the control of the FCC. The tuning methods for the
controller are improved considerably over the time. Never-
theless, no research has been reported on the implementation
of the decentralized controller on the FCC unit. Multivariable
processes are troublesome to handle with a single PI controller.
This work deals with the design of a decentralized controller
and decoupler for the control of the riser temperature in the
FCCU. An easy and efficient way of handling multivariable
processes is by implementing a decentralized controller with
decoupler by considering the interactions among measured
and manipulated variables.

■ METHODOLOGY
In continuous process industries such as petroleum refineries,
multiple outputs must be controlled simultaneously by
multiple inputs. A multiple-input multiple-output (MIMO)
system can be controlled by decentralizing the MIMO process
into l2 single-input single-output (SISO) processes, where l is
the number of outputs. This set of SISO processes is given as
follows
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where Y is the (3 × 1) vector of the output variable, Gp is the
(3 × 3) process transfer function matrix, and U is the (3 × 1)
vector of the input variables.

Decentralized Controller. This section presents a method
for designing a decentralized control system for three inputs
and three outputs. A schematic representation of decentralized
controller for a (3 × 3) system is shown in Figure 2. The first

Figure 2. Decentralized system for three inputs and three outputs.
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step in the development of the decentralized controller is to
convert all higher-order transfer functions to first-order plus
time (FOPTD).13The higher-order transfer function models
are approximated to FOPTD using the process reaction curve
method given by Sundaresan and Krishnaswami. The
decentralized controller matrix can be given as
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The decentralized PI controllers are assumed as
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where KCj and τIj are the controller gain and the integral time
constant for jth controller, respectively (here, j = 1, 2, and 3).
GC1, GC2, and GC3 are designed based on the process
parameters g11, g22, and g33, respectively.
Identification of the FOPTD Model. In this work, a process

reaction curve method is used to identify the FOPTD.13,14 To
obtain model parameters of FOPTD, Sundaresan and
Krishnaswami developed an open-loop identification method
based on the transient step response of the process. In this
method, times t1 and t2 are obtained from the transient step
response curve when the fractional responses are y1 =
0.353Δy∞ and y2 = 0.853Δy∞, respectively, as shown in
Figure 3. The general form of the FOPTD model is given as

τ
=

+
θ−G S

K
s

( )
1

e s
p
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(5)

The model parameters of FOPTD, such as time constant (τ),
process gain (KP), and time delay (θ), can be estimated as
follows13

=
Δ
Δ

∞

∞
K

Y
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(6)

τ = −t t0.67( )2 1 (7)

θ = −t t1.3 0.291 2 (8)

Selection of Best Pairing. 15,16The relative gain array
(RGA) is used to determine the best pairing between the

control and manipulated variables. The RGA matrix can be
calculated by the following equation
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where λij are the elements of relative gain array, K is the gain
matrix, and ⊗ is the Hadamard product. The gain matrix can
be estimated from the process matrix (Gp) by substituting s =
0.
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The best pairing can be selected based on the value close to 1
in a row vector in the RGA matrix (eq 9). It may be noted that
negative values should not be considered for pairing and the
sum of all values of a row vector should be equal to 1.

Design of Controller. There are three controllers (i.e., GC1,
GC2, and GC3) that must be designed for the best paired
manipulated and control variables. The PI settings are
computed based on the FOPTD model parameters using the
formulas given in Table 1.

Algorithm for Designing Decentralized Controller. The
steps involved in the design of a decentralized controller can be
summarized as follows:

1. Find the FOPTD models such as (gij, where i, j = 1, 2,
3).

2. Compute steady-state gain matrix by substituting s = 0 in
the estimated FOPTD transfer function model.

3. Find the RGA matrix (Λ) using eq 9.
4. Select the best pairing among the control and

manipulated variables. Best pairing can be selected for
the pair which has value near to 1 in a RGA row.

5. Design a controller for the best paired transfer function
model.

Design of Decoupler. The RGA value indicates the
magnitude of the process interactions. A well-known approach
to control loop interactions is to design noninteractive control
systems. The aim of this controller is to completely eliminate
the effects of loop interactions. One of the methods to
minimize the interactions is to design a decoupler. The
purpose of the decoupler is to break down a multivariate
process into several independent single-loop subsystems. The
static decoupler can be designed by using the gain value
(RGA) of the process at s = 0. Dynamic decoupler works like a
lead-lag filter with respect to time. A dynamic decoupler results
in better performance than a static decoupler.
From Figure 4, GC(s), GI(s), and GP(s) denote control

transfer function matrix, decoupler matrix, and n-dimensional
process transfer function matrix, respectively. GR(s) gives a

Figure 3. Process reaction curve for step input in the process.

Table 1. PI Settings Formulas

methods Kc τi

IMC17 τ
θK2 τ

PPM18,19 − θ
τ(4.1045e )

K
1 (1.763( )) τ + −θ

τ
θ
τ

i
k
jjj y

{
zzz( ) ( )0.311 1.372 0.545
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proper and casual diagonal matrix for designing the controller
of decoupler, and it is given by

=G s G s G s( ) ( ) ( )R P I (11)

where GI(s) gives a stable and proper decoupler. By
multiplying GP

−1(s) on both sides of the above equation, eq
11 can be rewritten as follows

= −G s G s G s( ) ( ) ( )I P
1

R (12)

The GP
−1(s) value can be computed using dynamic relative gain

array (dRGA) as follows
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where gij (where, i, j = 1, 2, 3) can be expressed as
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GP
−T(s) in eq 13 is called as estimated transfer function array.
20It is difficult to compute GP

−1(s) for multivariable systems,
as one may end up with complicated expressions. According to
Shen et al.,21 GP

−1(s) can be estimated as GP
−1(s) = ĜP(s).

Therefore, eq 14 can be rewritten as
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where ⊗ is the hadamard product and ĝij is given by
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The parameters involved in eq 17 can be estimated using the
RNGA-RGA method, which is discussed in the subsequent
sections.

RNGA-RGA Method. The relative normalized gain array
(RNGA) is defined as the ratio of normalized gain to the
average residence time for loop i − j. Average residence time is
calculated using τ + θ, and it represents the response time of a
control variable for change in manipulated variables. RNGA
can be computed by following
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where KN is the normalized gain array (NGA). It is estimated
by following
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where KN,ij is the normalized gain and can be expressed as

σ
=K

k
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(20)

σij = τij + θij is the average residence time which gives the
response speed of the control variable to manipulated
variable.22 The relative average residence times for all elements
of the transfer function matrix can be computed, and the
results are entered in an array called the relative average
residence time array (RARTA). The RARTA is defined as the
ratio of RNGA to RGA values and can be given as follows
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The elements of RARTA can be calculated by

γ
λ

=
Φ

ij
ij

ij (22)

Algorithm for Designing Decoupler. The steps involved in
the design of decoupler can be summarized as follows:

1. Calculate the normalized gain (KN,ij) using eq 20.
2. Find the normalized gain array (NGA), KN using eq 19.
3. Using eq 18, compute the relative normalized gain array

(RNGA).

Figure 4. Schematic diagram of decouplers.
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4. Determine the relative average residence time array
(RARTA) using eq 21, where RARTA matrix elements
can be calculated by eq 22.

5. The parameters such as K, NGA, RNGA, and RARTA
are substituted in eq 17 to estimate ĜP(s).

6. The obtained ĜP(s) and a diagonal matrix GR(s) are
used to compute the decoupler matrix GI(s).

7. The controllers are designed based on the diagonal
elements of GR(s).

■ PERFORMANCE EVALUATION
The performances of the decentralized and decoupler systems
are evaluated based on the time integral errors. ITAE means
integral time weighted absolute error, and is expressed as

∫= | |
∞

t e t tITAE ( ) d
0 (23)

Integral of absolute error (IAE) is given by

∫= | |
∞

e t tIAE ( ) d
0 (24)

Integral square error (ISE) is given by

∫=
∞

e t tISE ( )d
0

2
(25)

Here, e(t) is error input to the controller, which is calculated
based on the difference between measured output value from
the process and set point value. The smoothness of the
controllers is evaluated based on the total variation (TV) in
controller outputs and is represented by

∑= | − |
=

∞

+u uTV
i

i i
0

1
(26)

where ui+1 and ui are the values of manipulated variables
measured during the control action at different time intervals.
Robust Stability Analysis. The controller is said to be

effective when the sensitivity of the control system does not
vary a lot due to small changes in the process model. In a
multiloop control system, the robustness study becomes
essential when the process model includes uncertainties in its
parameters.23 In the case of a process multiplicative input
uncertainty (G(s)[I + ΔI(s)]), the control system can be
considered stable if the following condition is satisfied

ω
σ

Δ <j( )
1

I
I (27)

where σI is the maximum singular value of the following
closed-loop system [I + Gc(jω)G(jω)]

−1Gc(jω)G(jω). Sim-
ilarly, for output multiplicative uncertainty, G(s)[I + Δo(s)],
the closed-loop system is stable if it satisfies the following
condition

ω
σ

Δ <j( )
1

o
o (28)

where ΔI(s) and Δo(s) are stable, and σo is the maximum
singular value of the closed-loop system, [I + G(jω)
Gc(jω)]

−1G(jω)Gc(jω). Uncertainties are estimated to be
plotted in terms of inverse maximum singular values and
frequency. The area under the curve can determine the
robustness of the system; the one with more area under the
curve is more robust. This method can be used to compare the
stability and robustness of the control system.

■ APPLICATION TO FLUID CATALYTIC CRACKING
UNIT

FCCU is one of the important unit operations in petroleum
refineries. FCCU gained its importance in the research area

due its complexity and economic value of the products it
produces. The complexity of the FCCU is mainly due to the
high interactions between the control variables and the
manipulated variables. In this work, a model is developed
including all effects due to interactions in FCCU. Interactions
in the process are due to multiple inputs multiple outputs
(MIMO). Designing a controller for the system with
multiloops is difficult. The decentralized controller method is
used to design the controller by breaking the multiple loops

Figure 5. Five-lump parameter model.

Table 2. Rate Expression

ith reaction rate of reaction

1,2,3, & 4 ri = kiϕYgo
2

5, 6, & 7 ϕ=r k Yi i ga

8 & 9 ri = kiϕYlpg

Table 3. Kinetic Parameters of Five-Lump Parameter
Model25

i reaction
frequency
factor, k0

activation energy, E
(kJ/kmol)

heat of reaction, H
(kJ/kmol)

1 gas oil to
gasoline

19 584.55 57 540 45 000

2 gas oil to
LPG

3246.215 52 500 159 315

3 gas oil to dry
gas

559.9 49 560 159 315

4 gas oil to
coke

41.44 31 920 159 315

5 gasoline to
LPG

65.40 73 500 42 420

6 gasoline to
dry gas

0.00 45 360 42 420

7 gasoline to
coke

0.00 66 780 42 420

8 LPG to dry
gas

0.32 39 900 2100

9 LPG to coke 0.19 31 500 2100
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into n2 single loops. Even though controllers are designed,
sometimes due to high interactions, they may affect the
stability of the process. To reduce the interactions, it is
necessary to design the decouplers for the process.
Mathematical Model of Riser. Gas oil is converted to

gasoline and LPG only in the riser reactor. Gasoline and LPG

have more economic importance compared to other products
in the riser reactor. Due to this reason, the riser reactor is
considered for modeling.
A lumping strategy is used for the characterization of the

cracking reactions. In the lump model, the feed cracks into
some lumps like gas oil, gasoline, LPG, dry gas, coke, etc. as
products of these reactions. A five-lump model strategy is
considered in this study. Gas oil, gasoline, LPG, dry gas, and
coke are assumed as five lumps in the model. Because of their
economic importance, gasoline and LPG are considered in the
five lumps. Dry gas and coke are recommended because of
their effect on the performance of the riser. A schematic
representation of the five-lump model is shown in Figure 5.
There are nine different reactions taking place in the five-lump
parameter model. The mass fractions of gas oil, gasoline, LPG,
dry gas, and coke are represented as Ygo, Yga, Ylpg, Ydg, and Yc,
respectively.24 The mathematical models for mass fractions are
developed based on the first-principles approach. Eqs 29−33
represent the differential equations for mass fractions with
respect to the height of the riser. The variation of the
temperature (Tris) along the length of the riser can be obtained
from the energy balance equation

ϕ ρ
= −

− ϵ
+ + +

Y

z

A H

F
k k k k Y

d

d

(1 )
( )
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1 2 3 4 go

2
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F
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d
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i
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ris ris ris c
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(34)

Due to several factors, catalyst deactivation can take place in
the FCC process. Because of attrition and high temperatures,
catalyst pellets may lose their mass. The deactivation of the
catalyst must be considered during the modeling because of its
importance in determining the life cycle of catalyst. The
catalyst activity can be expressed as follows

ϕ = + −Y(1 51 )c
2.78

(35)

The void fraction of the catalyst bed in the riser is given as

ϵ =
+

ρ

ρ ρ

F

F F

feed

v

feed

v

rgc

c (36)

Gas oil enters the riser in the form of vapor. Since the density
of the vapor varies with the riser temperature, it can be
determined by the following expression

Figure 6. Change in mass fraction of lumps with respect to change in
height of the riser reactor.

Figure 7. Riser temperature change with respect to change in height
of the riser reactor.

Table 4. PI Settings for Decentralized Controller of FCCU

IMC PPM

controllers Kc τI Kc τI

GC1 0.3408 41.1782 0.4070 23.7331
GC2 24.716 41.4730 7.2659 15.045
GC3 8.8548 44.55 2.6260 16.1827

Figure 8. Closed-loop servo response and change in manipulated
variables for decentralized FCCU.
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ρ =
P MW

RTv
ris gasoil

ris (37)

Gas oil vapor feed and regenerated catalyst flow will be mixed
at the entry of riser. A significant change of temperature takes
place due to the mixing operation. To quantify the temperature
of the mixture (Tm) at z = 0, the following expression can be
used

=
− + − Δ −

+

T
F C T F C T H F Q

F C F C

( 10) ( )

( ) ( )

m

rgc pc rgn feed pfl f evp feed loss,ris

rgc pc feed pfv

(38)

The heat losses during the mixing are taken into consideration
and can be computed as follows

= − +

− Δ

Q F C T F C T

H F

0.019( ( 10) ( )

( ))

loss,ris rgc pc rgn feed pfl f

evp feed (39)

Rate equations for the nine reactions shown in Figure 5 are
divided into three categories based on the common reactant.
The first category concerns the gas oil products. There are four
gas oil products, gasoline, LPG, dry gas, and coke. Similarly,
the second and third categories are based on the products
formed from gasoline and LPG, respectively. The modeling
does not take into account the reversible reactions and
conversion of dry gas to coke.24 The rate expression for the ith
reaction is given in Table 2.

The rate constant for ith reaction is given by the Arrhenius
equation as follows

= −k k ei i
E

0,
( /RT )i ris

Frequency factor units for i = 1, 2, 3, and 4 are m6/(kg
catalyst)(kmol gas oil)(S) and for remaining reactions, m3/(kg
catalyst)(S) which are given in Table 3. The model equations
are solved using MATLAB, and the change in state variables
with respect to height of the riser is obtained. The obtained

Table 5. Closed-Loop Servo Performance Indices in Terms of Errors and TV

IMC PPM

ITAE IAE ISE TV ITAE IAE ISE TV

Tris 75.4 4.1 0.51 0.24 59.9 3.2 0.31 0.19
Yga 3533 147.2 564.7 6.47 2099 77.43 143.6 0.63
Ylpg 1202 53.54 83.57 4.73 491.4 20.71 10.84 1.6

Figure 9. Closed-loop regulatory performance and change in
manipulated variables for decentralized FCCU.

Table 6. Closed-Loop Regulatory Performance Indices in Terms of Errors and TV

IMC PPM

ITAE IAE ISE TV ITAE IAE ISE TV

Tris 7214 58.05 14.44 0.24 2964 22.84 2.183 0.1
Yga 175 000 1392 7839 5.59 155 000 1230 6138 4.94
Ylpg 81 900 654.2 1734 2.59 73 600 581.6 1374 2.34

Figure 10. Robustness comparison +10% perturbation in process
delay (left column); +10 % perturbation in process gain (right
column).

Figure 11. Performance of detuned controller.
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results are shown in Figures 6 and 7. Figure 6 represents the
change in mass fractions along the height of the riser. Similarly,
Figure 7 shows the change of riser temperature for a change in
height of the riser.
Identification of FCC Unit. In this study, Tris, Ylpg, and Yga

are considered to be the control variables because they are key
process variables in FCCU. The regenerated feed rate (Frgc),
the feed temperature (Tf), and the regenerated catalyst
temperature (Trgn) are chosen as manipulated variables for
the control of Tris, Ylpg, and Yga. The elements of GP(s) matrix
are estimated using the process reaction curve method and is
given in the following equation

=

+ + +

+ + +

+ + +

− − −

− − −

− − −

i

k

jjjjjjjjjjjjjjjjjjjjjjjjjjj

y

{

zzzzzzzzzzzzzzzzzzzzzzzzzzz

G s

s s s

s s s

s s s

( )

6.95e
41.178 1

0.812e
40.896 1

1.57e
40.327 1

4.51e
41.473 1

0.528e
41.473 1

1.02e
41.473 1

6.44e
44.55 1

0.753e
44.55 1

1.46e
44.55 1

s s s

s s s

s s s

P

8.698 8.551 8.254

1.589 1.589 1.589

1.723 1.723 1.723

(40)

Design of Decentralized Controller. The gain array
matrix can be estimated by substituting s = 0 in eq 40

= =
i

k

jjjjjjjjj

y

{

zzzzzzzzz
Kgain matrix

6.95 0.812 1.57
4.51 0.528 1.02
6.44 0.753 1.46 (41)

The RGA can be calculated using eq 9 as

= Λ =
− −

− −
− −

i

k

jjjjjjjjj

y

{

zzzzzzzzz
RGA

574.75 376.23 197.52
437.77 560.52 121.74
135.98 183.28 320.26 (42)

Based on the RGA values calculated above, the best pairing for
the values in a row that are closer to 1 and non-negative can be

Figure 12. Stability region of output and input uncertainties of decentralized FCCU. Left: output uncertainties; right: input uncertainties.

Table 7. PI Settings Used in the Decoupler

IMC PPM

controllers Kc τI Kc τI

GC1 2.3397 5.545 2.8160 3.2123
GC2 13.0497 55.558 3.8364 20.1547
GC3 12.9274 129.6 3.8339 47.0772

Figure 13. Closed-loop performance due to change in load variables (a) Tris, (b) Ylpg, and (c) Yga.

Figure 14. Closed-loop performance and change in manipulated
variables for decentralized FCCU with decouplers.
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identified. It is clear from eq 42 that the best pairing can be
given for the following Tris−Frgc, Ylpg−Tf, and Yga−Trgn. For the
present work, the PI controllers are designed for the best
paired control and manipulated variable using IMC and PPM

methods. The estimated PI settings for the decentralized
controller are enlisted in Table 4.
The designed set of PI settings is implemented on the

decentralized FCCU, and the closed-loop performances are
obtained. The closed-loop performances of control variables
(Tris, YLPG, and YGa) are evaluated by introducing a step input
to the steady-state temperature of the riser, and the resulted
responses are shown in Figure 8. In Figure 8, the closed-loop
servo responses are shown on the left-hand side, and the
variation of manipulated variables is shown on the right-hand
side. From Figure 8, it can be seen that both the controllers
could stabilize the process at the same settling time. The
response obtained from the PPM method, however, results in
lower overshoot and rise time compared to the IMC method.
Quantitative analysis is also carried out in terms of time
integral errors such as ITAE, IAE, and ISE, and the results are
given in Table 5. It is clear from Table 5 that PPM has lowest
error indices in all three controllers. The ISE for the PPM
method is reduced from 0.51 to 0.31 for the riser temperature,
a reduction of 40%, compared to the IMC method. Similarly,
for YLPG and YGa responses, there is a 75 and 87% reduction in
ISE index for the PPM method, respectively. The TV value
gives the variation in the manipulated variables for maintaining
the control variables in steady state. Smooth performance of
manipulated variable can be achieved for controllers with lower
TV values. Table 5 shows that the PPM method has lower TV
values compared to IMC.
In industries, the common control problems arise due to the

disturbance in input to the process. In the present work, the
performance of the two methods for the regulatory problem is
evaluated by introducing a step input into the load variable,
and the resulted responses are shown in Figure 9 (left-hand
side). The variation of the manipulated variable for the
regulator problem is also estimated for the two methods and is
shown in Figure 9 (right-hand side). An improved closed-loop
performance is achieved by the PPM method.
From Figure 9, both the methods have been shown to

stabilize the responses. However, the PPM method has a
shorter settling time and lesser oscillations compared to the
IMC method. Table 6 shows that the PPM tuning method
shows better control performance compared to the IMC
method by reducing the ISE value by approximately 85, 22,
and 21%, respectively, for Tris, YLPG, and YGa responses. Based
on the TV values in Table 6, it is clear that the PPM tuning
method gives smoother control performance than IMC. The
closed-loop performance of the decentralized controller for
perturbation in each time delay and process gain is evaluated,
and the servo responses for a unit step change in the set point
are given in Figure 10. From the rigorous simulation studies, it
is found that the decrease in process gain results in an unstable
response. However, the control system produces a stable
closed-loop response for the positive increment in the process
gain (i.e., +1, +5, +10%, etc.), as shown in Figure 10.
Due to the presence of interactions in multiloop control

system, design of controller for such systems is cumbersome.

Table 8. Closed-Loop Performance Indices for Decentralized FCCU with Decouplers in Terms of Errors and TV

IMC PPM

ITAE IAE ISE TV ITAE IAE ISE TV

Tris 4.04 2.57 1.99 1.82 8.22 3.16 2.05 1.34
Yga 5.22 1.85 0.57 4.82 137.9 6.39 1.25 1.13
Ylpg 28.92 4.35 1.35 4.77 730.4 14.85 2.93 1.14

Figure 15. Closed-loop performance comparison of decentralized
controller and system with decouplers.

Figure 16. Closed-loop servo response with and without noise for the
decoupler control system.

Figure 17. Output and input multiplicative uncertainty of
decentralized FCCU with decoupler.
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The idea here is to design controller settings for multiloop
system by adopting single-input single-output design ap-
proaches. The designed controllers are then detuned to negate
the effects of the interactions. The detuning is done to get an
appropriate trade-off between the stability and the closed-loop
performance. The goal of detuning is to achieve a suitable
trade-off between performance and relative stability. A method
proposed by Luyben26 is given as follows

τ τ̂ = ̂ =k
k
F

F;c
c

I I (43)

where k̂c and τ̂I are detuned controller gain and integral time
constant, respectively, and F is the detuning factor.27 The
optimum value of F can be determined by minimizing the
integral of square error for the set point tracking problem using
MATLAB fminsearch solver aimed at providing supreme
stability. The detuning of decentralized PI controller settings
for an FCCU has been carried out using an optimization-based
approach. The optimum detuning parameter (F) is found to be
1.852. The closed-loop responses obtained based on the
optimum detuning parameter are shown in Figure 11. From
Figure 11, it can be seen that the controller achieves stability.
However, the PPM method shows superior response to the
IMC method.
The robustness study is also carried out based on

uncertainties in the multiple inputs and the outputs. The
uncertainties in the process are computed by finding the
inverse maximum singular values of the closed-loop decentral-
ized FCCU. As stated earlier, the stability limits of the closed-
loop system can be obtained from eqs 27 and 28. Figure 12
gives the stability bounds of the closed-loop responses
obtained from the two methods. It is to be noted that the
region below the curve denotes the stability region, whereas
the region of instability is above the curve. A controller is also
said to be more robust if the area below the curve is large.
From Figure 12, it can be observed that the controller designed
by the PPM method has a greater stability region than the
controller obtained from the IMC method, which means that
the former has more robust stability.
Design of Decoupler. As discussed earlier, the decoupler

design starts with the computation of the normalized gain array
(NGA). According to eq 19, NGA is given by

= =
−
− −

−

i

k

jjjjjjjjjj

y

{

zzzzzzzzzz
KNGA

76.98 50.83 27.16
317.6 481.69 163.09

395.58 531.51 136.93
N

(44)

RNGA can be calculated by substituting NGA into eq 18

= Φ =
−
− −

−

i

k

jjjjjjjjjj

y

{

zzzzzzzzzz
RNGA

76.98 50.83 27.16
317.6 481.69 163.09

395.58 531.51 136.93 (45)

By using the preceding concepts, the elements of the RARTA
matrix are calculated by eq 22 as

= Γ =
i

k

jjjjjjjjj

y

{

zzzzzzzzz
RARTA

0.134 0.135 0.136
0.725 0.859 1.34
2.91 2.9 0.428 (46)

The elements of the estimated transfer function matrix (refer
eq 17) are found as

̂ =
+ +

−
+

−
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+
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(47)

The diagonal matrix GR(s) is given by
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The decoupler is estimated as

=
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4.226

(49)

The PI controller settings can be designed for the diagonal
elements of GR(s). The same methods used for the design of
the decentralized controller are used here for the design of the
decoupler control system. The PI settings are determined using
the IMC and PPM methods and are given in Table 7 (Figure
13).
The closed-loop performance can be evaluated on the basis

of parameters such as rise time, oscillation, and settling time.
The closed-loop response of the decentralized FCCU with
decoupler is evaluated by introducing step input to the steady-

state temperature of the riser. Figure 14 shows the comparison
of the closed-loop servo responses obtained from the IMC and
PPM methods for the decoupler control system. The variation
of the manipulated variable is also shown in Figure 14. The
quantitative analysis of the closed-loop performances is carried
out, and the results are presented in Table 8. It is evident from
Table 8 that the IMC shows enhancement in controller
performance compared to the PPM tuning method by
reduction of ISE with 51, 97, and 96% for Tris, YLPG, and
YGa, respectively. The TV values in Table 8 show that the PPM

Industrial & Engineering Chemistry Research Article

DOI: 10.1021/acs.iecr.9b04770
Ind. Eng. Chem. Res. 2019, 58, 20722−20733

20731

http://dx.doi.org/10.1021/acs.iecr.9b04770


provides improved controller performance. However, the PPM
method reports very large errors compared to the IMC
method. It can be seen from the decoupler matrix that the
models have larger gains. It is well known that the decoupler
with large gains is quantifiably more difficult to control when
there is a disturbance in the process. Simulation studies have
been performed to show that the larger-gain decoupler takes
more time to stabilize when there is a change in the load
variable. The closed performance is evaluated for a unit step
change in the load variable at t = 10, 25, and 75 s for Tris, Ylpg,
and Yga, respectively. The obtained responses are shown in
Figure 13.
A comparison of closed-loop performance of the decentral-

ized controller and the system with decouplers is given in
Figure 15. Clearly, the closed-loop response of the
decentralized controller has more oscillations, rise time, and
settling time. This can be caused due to high interaction
between the multiloops. The decouplers can reduce the
interaction between the multiloops. Compared to the
decentralized controller, the decoupler produces superior
response in terms of overshoot, number of oscillations, rise
time, and settling time, as shown in Figure 15. For the
decoupler controller, the effect of measurement noise on the
closed-loop response has been assessed by introducing random
noise of variances 1, 0.1, and 0.1, respectively, to the
measurement value of Tris, Ylpg, and Yga. The closed servo
response of the FCCU with decoupler under the same PI
settings with and without measurement noise is shown in
Figure 16. The simulation results show a good closed-loop
servo response even in the presence of measurement noise.
The robustness plot for the decoupler is shown in Figure 17,
and from the figure, it may be inferred that the IMC controllers
have a larger stability region, which signifies that the IMC
method is more robust.

■ CONCLUSIONS
This paper presents a decoupling control system for an FCCU
to account for the high interaction among multiloops. Based
on the FOPTD model of the five-lump kinetic model of
FCCU, a decentralized PI controller has been designed and
implemented on the FCCU unit and the closed-loop servo and
regulatory responses have been obtained. The robustness
studies show that the PPM method is found to be more robust.
To reduce the interactions among the multiloops, a decoupler
is designed by the RNGA and dRGA methods and evaluated
on the FCCU. It is observed that the decoupler gives good
dynamic closed-loop performance for a set point tracking and
disturbance rejection problems.
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■ NOMENCLATURE
ΔHi heat of ith reaction, kJ/kg
ϵ void fraction of riser
ϕ catalyst activity

ρc catalyst density, kg/m3

ρv vapor density of gas oil, kg/m3

Argn cross-sectional area of the regenerator, m2

Aris cross-sectional area of the riser, m2

Cpc catalyst specific heat, kJ/(kg K)
Cpfl specific heat capacity of liquid feed, kJ/(kg K)
Cpfv specific heat capacity of vapor feed, kJ/(kg K)
Ei activation energy of ith reaction, kJ/kmol
Ffeed gas oil feed rate, kg/s
Frgc regenerated catalyst flow rate, kg/s
Hevp heat of vaporization of gas oil feed, kJ/kg
Hris geight of the riser, m
Ki rate constant of ith reaction
Koi frequency factor of ith reaction
MWcoke molecular weight of coke, kg/kmol
MWdry gas molecular weight of dry gas, kg/kmol
MWgas oil molecular weight of gas oil, kg/kmol
MWgasoline molecular weight of gasoline, kg/kmol
MWLPG molecular weight of LPG, kg/kmol
Pris riser pressure, atm
Qloss,ris heat losses from the riser, kJ/s
R universal gas constant, J/(mol K)
ri rate of ith reaction
Tf feed gas oil temperature, K
Tm mean temperature at any axial height of riser, K
Trgn temperature of the regenerator, K
Tris riser temperature, K
Yc mass fraction of coke
Ydg mass fraction of dry gas
Yga mass fraction of gasoline
Ygo mass fraction of gas oil
Ylpg mass fraction of LPG
Z height of the riser, m
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